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a b s t r a c t

This paper deals with the solution bounds for time-delay systems via delay-dependent Lyapunov–
Krasovskiimethods. Solution bounds arewidely used for systemswith input saturation caused by actuator
saturation or by the quantizers with saturation.We show that an additional bound for solutions is needed
for the first time-interval, where t < τ(t), both in the continuous and in the discrete time. This first
time-interval does not influence on the stability and the exponential decay rate analysis. The analysis
of the first time-interval is important for nonlinear systems, e.g., for finding the domain of attraction.
Regional stabilization of a linear (probably, uncertain) system with unknown and bounded input delay
under actuator saturation is revisited, where the saturation avoidance approach is used.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Consider the following continuous-time system with input
delay

ẋ(t) = Ax(t)+ Bu(t − τ(t)), x(0) = x0, (1)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rnu is the control input,
u(t) = 0, t < 0 and τ(t) is the time-varying delay τ(t) ∈ [0, h].
A ∈ Rn×n and B ∈ Rn×nu are system matrices. These matrices can
be uncertainwith polytopic type uncertainty.We seek a stabilizing
state-feedback u(t) = Kx(t) that leads to the exponentially stable
closed-loop system

ẋ(t) = Ax(t)+ A1x(t − τ(t)), A1 = BK (2)

with (the discontinuous for x(0) ≠ 0) initial condition

x(0) = x0, x(θ) = 0, θ ∈ [−h, 0). (3)

Theremay be a problemwith the bounds on the solutionswhen the
delay-dependent analysis is performed via a Lyapunov–Krasovskii
Functional (LKF) V . This is because for t < τ(t) (2) coincides with
ẋ(t) = Ax(t) and it may happen that V̇ < 0, x ≠ 0 does not
hold (e.g., if A is not Hurwitz). Therefore, an additional bound for
solutions is needed for the first time-interval with t < τ(t). The
length of this intervalmay be smaller than h. Clearly, this first time-
interval (where the solution x(t) is bounded) is not important for
the stability and for the exponential decay rate analysis.
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In the present paper, we show that the first time-interval of the
delay length needs a special analysis when we deal with the so-
lution bounds of time-delay systems via the Lyapunov–Krasovskii
method, both in the continuous and in the discrete time. Local
stabilization of a linear continuous-time plant with delayed satu-
rated input is revisited. The conditions are given in terms of Linear
Matrix Inequalities (LMIs). Finally, the results are applied to the
stabilization of discrete-time time-delay systems with actuator
saturation. Polytopic uncertainties in the systemmodel can be eas-
ily included in our analysis. Some preliminary results have been
presented in [1].
Notation: Throughout the paper the superscript ‘T ’ stands for
matrix transposition, Rn denotes the n dimensional Euclidean
space with vector norm | · |,Rn×m is the set of all n × m real
matrices, and the notation P > 0, for P ∈ Rn×n means that P is
symmetric and positive definite. The symmetric elements of the
symmetric matrix will be denoted by ∗. For any matrix A ∈ Rn×n

and vector x ∈ Rn, the notations Aj and xj denote, respectively, the
jth line of matrix A and the jth component of vector x. Z denotes
the set of non-negative integers. Given ū = [ū1, . . . , ūnu ]

T , 0 <
ūi, i = 1, . . . , nu, for any u = [u1, . . . , unu ]

T we denote by sat(u)
the vector with coordinates sign(ui)min(|ui|, ūi).

2. Solution bounds via delay-dependent Lyapunov–Krasovskii
methods: continuous-time

Solution bounds are important for nonlinear systems,wherewe
are interested in the domain of attraction. They are widely used for
systems with input saturation caused by actuator saturation or by
the quantizers with saturation.
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Consider the initial value problem (2), (3). We assume the
following:

A1. There exists a unique t∗ such that t − τ(t) < 0, t < t∗ and
t − τ(t) ≥ 0, t ≥ t∗.

It is clear that t∗ ≤ h. We suppose that t∗ is either known or
unknown but upper-bounded by the known h1 ≤ h. Assumption
A1 always holds for the slowly-varying delays, where τ̇ < 1,
since the function t − τ(t) is monotonically increasing with d

dt (t −
τ(t)) > 0. A1 also holds for piecewise-continuous delays with
τ̇ ≤ 1, if the delays do not grow in the jumps (e.g. in Networked
Control Systems (NCSs)). Under A1, (2), (3) for t ≥ 0 is equivalent
to
ẋ(t) = Ax(t), t ∈ [0, t∗),
x(0) = x0

(4)

and (2), where t ≥ t∗.
Consider e.g., the standard LKF for the exponential stability of

systems with τ(t) ∈ [0, h]:
V (xt , ẋt) = V̄ (t)

= xT (t)Px(t)+

 t

t−h
e2α(s−t)xT (s)Sx(s)ds

+ h
 0

−h

 t

t+θ
e2α(s−t)ẋT (s)Rẋ(s)dsdθ,

P > 0, S > 0, R > 0, α > 0. (5)
Assume that along (2)

˙̄V + 2αV̄ ≤ 0, α ≥ 0, t ≥ t∗. (6)
Then
V (xt , ẋt) ≤ e−2α(t−t∗)V (xt∗ , ẋt∗).

Remark 1. In many cases, e.g. in NCSs, t∗ may be smaller than h. In
order to derive less conservative exponential bounds, it is impor-
tant to guarantee ˙̄V + 2αV̄ ≤ 0 for t ≥ t∗ and not only for t ≥ h.

Note that for t − τ(t) < 0 the system (2), (3) has the form (4) and,
for the unstable A, (6) is clearly not feasible on t ∈ [0, t∗) since
otherwise it would yield that
xT (t)Px(t) ≤ V (xt , ẋt) ≤ e−2αtxT0Px0, t ∈ [0, t∗),
which is not true. Formally for t ∈ [0, t∗) we have the same
system (2) on [0, t∗). Why it may happen that (6) does not hold
for t ∈ [0, t∗)? This is for two reasons.
(1) The stabilizing A1-term does not appear in the dynamics for

t ∈ [0, t∗).
(2) The expression ˙̄V +2αV̄ ≤ 0 along (4) for t ∈ [0, h) is different

from the one along (2) for t ≥ h (as compared in (7) and (8)
below).

For t ∈ [0, h) and the zero initial condition (3) for t < 0 we
have

V̄ (t) = xT (t)Px(t)+

 t

0
e2α(s−t)xT (s)Sx(s)ds

+ h
 0

−t

 t

t+θ
e2α(s−t)ẋT (s)Rẋ(s)dsdθ

+ h


−t

−h

 t

0
e2α(s−t)ẋT (s)Rẋ(s)dsdθ, t ∈ [0, h).

Then
˙̄V (t)+ 2αV̄ (t) = 2xT (t)Pẋ(t)

+ xT (t)[S + 2αP]x(t)+ h2ẋT (t)Rẋ(t)

− h
 t

0
e2α(s−t)ẋT (s)Rẋ(s)ds, t ∈ [0, h) (7)
to be compared with
˙̄V (t)+ 2αV̄ (t) = 2xT (t)Pẋ(t)+ xT (t)[S + 2αP]x(t)

− xT (t − h)Sx(t − h)+ h2ẋT (t)Rẋ(t)

− h
 t

t−h
e2α(s−t)ẋT (s)Rẋ(s)ds, t ≥ h. (8)

The feasibility of ˙̄V (t) + 2αV̄ (t) ≤ 0 along (2) for t ≥ h cannot
guarantee ˙̄V (t)+ 2αV̄ (t) ≤ 0 for t∗ ≤ t < h, where e.g., the term
with S is useless.

Our objectives now are as follows:
(a) to guarantee that (8) holds for t ≥ t∗ and not only for t ≥ h,
(b) to derive simple bound on V (xt∗ , ẋt∗) in terms of x0.

Since the solution to (2), (4) does not depend on the values of x(t)
for t < 0, we redefine the initial condition to be constant:

x(t) = x0, t ≤ 0. (9)

Then V (xt , ẋt)will have the form

V (xt , ẋt) = xT (t)Px(t)+

 t

t−h
e2α(s−t)xT (s)Sx(s)ds

+ h
 0

−t

 t

t+θ
e2α(s−t)ẋT (s)Rẋ(s)dsdθ

+ h


−t

−h

 t

0
e2α(s−t)ẋT (s)Rẋ(s)dsdθ, t ∈ [0, h] (10)

leading to (8) for all t ≥ t∗.
Our next objective is to derive a simple bound on V (xt∗ , ẋt∗) in

terms of x0. If A is constant and known, one could substitute into
V (xt , ẋt) of (10), where t = t∗, the following expressions:

x(t) = eAtx0, t ∈ [0, t∗]; x(t) = x0, t < 0;
ẋ(t) = AeAtx0, t ∈ [0, t∗]
and then use upper-bounding. However, this may be complicated
and conservative, especially if A is uncertain. Instead we develop
below the direct Lyapunov approach for finding the bound on
V (xt∗ , ẋt∗).

As mentioned above, ˙̄V (t) + 2αV̄ (t) ≤ 0 along (4) is not guar-
anteed for t ∈ [0, t∗) if A is not Hurwitz. Therefore, we consider
V0(t) = xT (t)Px(t), P > 0, and add the following conditions to
(6): let there exist δ > 0 such that along (4)

V̇0(t)− 2δV0(t) ≤ 0, t ∈ [0, t∗), (11a)
˙̄V (t)+ 2αV̄ (t)− 2δV0(t) ≤ 0, t ∈ [0, t∗), (11b)
then from (11a), V0(t) ≤ e2δtV0(0) for t ∈ [0, t∗).

Under the constant initial function, where ẋ(t) = 0, t < 0 and
V̄ (t) = V (xt , ẋt) of (5), we have

V̄ (0) = xT0Px0 +

 0

−h
e2αsxT0Sx0ds.

Hence, V̄ (0) ≤ xT0(P + hS)x0.
Then (11b) implies

V (xt , ẋt) ≤ e−2αt V̄ (0)+ (e2δt − 1)xT0Px0
≤ e−2αtxT0(P + hS)x0 + (e2δt − 1)xT0Px0, t ∈ [0, t∗).

The latter yields

V (xt∗ , ẋt∗) ≤ e−2αt∗xT0(P + hS)x0 + (e2δt
∗

− 1)xT0Px0.

Therefore, (6) and (11) guarantee

V (xt , ẋt) ≤ e−2α(t−t∗)
[e−2αt∗xT0(P + hS)x0

+ (e2δt
∗

− 1)xT0Px0], t ≥ t∗. (12)
We have proved the following:
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Lemma 1. Under A1 and (9), let LKF given by (5) satisfy (6) along (2)
and (11) along (4). Then the solution of the initial value prob-
lem (2), (4) satisfies (12).

3. State-feedback control with input saturation: continuous-
time

In this section, the result of Lemma 1 is applied to the stabiliza-
tion of continuous-time time-delay systems with actuator satura-
tion. Consider the system

ẋ(t) = Ax(t)+ Bu(t − τ(t)), u(t) = Kx(t), (13)

with the control law which is subject to the following amplitude
constraints

|ui(t)| ≤ ūi, 0 < ūi, i = 1, . . . , nu. (14)

The time-varying delay τ(t) belongs to [0, h] and satisfies the
assumption A1. We will consider two cases:

(1) t∗ is known,
(2) t∗ is unknown but upper-bounded by the known h1 ≤ h.

The state-feedback can be presented as u(t) = sat(Kx(t))
leading to the following closed-loop system:

ẋ(t) = Ax(t)+ Bsat(Kx(t − τ(t))), t ≥ t∗. (15)

Suppose for simplicity that u(t − τ(t)) = 0 for t − τ(t) < 0. The
initial condition is then given by (4).

Denote by x(t, x0) the state trajectory of (4), (15) with the
initial condition x0 ∈ Rn. Then the domain of attraction of the
closed-loop nonlinear system (4), (15) is the set A = {x0 ∈

Rn
: limt→∞ x(t, x0) = 0}. We seek conditions for the existence

of a gain matrix K which lead to the exponentially stable closed-
loop system. Having met these conditions, a simple procedure for
finding the gain K should be presented. Moreover, we obtain an
estimate Xβ ⊂ A (as large as we can get) on the domain of
attraction, where

Xβ = {x0 ∈ Rn
: xT0Px0 ≤ β−1

}, (16)

and where β > 0 is a scalar, P > 0 is an n × n-matrix.
We define the polyhedron

L(K , ū) = {x(t) ∈ Rn
: |Kix(t)| ≤ ūi, i = 1, . . . , nu}.

If the control is such that x(t) ∈ L(K , ū), then the system (15)
admits the linear representation

ẋ(t) = Ax(t)+ BKx(t − τ(t)), τ (t) ∈ [0, h]. (17)

The objective is to compute a controller gain K and an associated
set of initial conditions that make the system (17) exponentially
stable.

Theorem 1. Assume t∗ is known. Given ϵ ∈ R and positive scalars
α, β, δ, σ , h, let there exist n×nmatrices P̄ > 0, P̄2, S̄12, R̄ > 0, S̄ >
0, nu × n-matrix Y such that S̄ ≤ σ P̄ and the following LMIs hold:
R̄ S̄12
∗ R̄


≥ 0, (18)


AP̄2 + P̄T

2 A
T

− 2δP̄ P̄ − P̄2 + ϵP̄T
2 A

T

∗ −ϵP̄2 − ϵP̄T
2


< 0, (19)


Σ̄11 Σ̄12 S̄12e−2αh BY + (R̄ − S̄12)e−2αh

∗ Σ̄22 0 ϵBY
∗ ∗ −(S̄ + R̄)e−2αh (R̄ − S̄T12)e

−2αh

∗ ∗ ∗ (−2R̄ + S̄12 + S̄T12)e
−2αh

 < 0, (20)


P̄ρ̄−1 Y T

j
∗ βū2

j


≥ 0, j = 1, . . . , nu, (21)

Σ̄11 − 2δP̄ Σ̄12 S̄12e−2αh (R̄ − S̄12)e−2αh

∗ Σ̄22 0 0
∗ ∗ −(S̄ + R̄)e−2αh (R̄ − S̄T12)e

−2αh

∗ ∗ ∗ (−2R̄ + S̄12 + S̄T12)e
−2αh

 < 0, (22)

where

Σ̄11 = AP̄2 + P̄T
2 A

T
+ S̄ − R̄e−2αh

+ 2αP̄,

Σ̄12 = P̄ − P̄2 + ϵP̄T
2 A

T ,

Σ̄22 = −ϵP̄2 − ϵP̄T
2 + h2R̄,

ρ̄ = e−2αt∗(1 + hσ)+ (e2δt
∗

− 1).

Then, for all initial conditions x0 belonging to Xβ , where P =

P̄−T
2 P̄ P̄−1

2 , the closed-loop system (17) is exponentially stable for all
delays τ(t) ∈ [0, h], where K = Y P̄−1

2 .
Moreover, if t∗ is unknown but t∗ ≤ h1 with h1 ≤ h, where h1 is a

known bound, the term P̄ρ̄−1 in (21) is replaced by P̄(hσ + e2δh1)−1.

Proof. Suppose that x(t) ∈ L(K , ū). Consider the LKF of (5). We
analyze first the case when t ≥ t∗. Differentiating V̄ (t) along (17),
we have
˙̄V (t)+ 2αV̄ (t) ≤ 2xT (t)Pẋ(t)+ xT (t)[S + 2αP]x(t)

+ h2ẋT (t)Rẋ(t)− xT (t − h)Se−2αhx(t − h)

− he−2αh
 t

t−h
ẋT (s)Rẋ(s)ds. (23)

Then, by Jensen’s inequality and Theorem 1 of [2] we arrive at

−h
 t

t−h
ẋT (s)Rẋ(s)ds

= −h
 t

t−τ(t)
ẋT (s)Rẋ(s)ds − h

 t−τ(t)

t−h
ẋT (s)Rẋ(s)ds

≤ −
h
τ(t)

f1(t)−
h

h − τ(t)
f2(t)

≤ −f1(t)− f2(t)− 2g1,2(t)

= −λT (t)Ωλ(t),

where

Ω =


R S12
∗ R


≥ 0, (24)

and

f1(t) = [x(t)− x(t − τ(t))]TR[x(t)− x(t − τ(t))],
f2(t) = [x(t − τ(t))− x(t − h)]TR[x(t − τ(t))− x(t − h)],
g1,2(t) = [x(t)− x(t − τ(t))]T S12[x(t − τ(t))− x(t − h)],
λ(t) = col{x(t)− x(t − τ(t)), x(t − τ(t))− x(t − h)}.

Weuse the descriptormethod [3], where the right-hand side of the
expression

2[xT (t)PT
2 + ẋT (t)PT

3 ][Ax(t)+ BKx(t − τ(t))− ẋ(t)] = 0,

with some n × n-matrices P2, P3 is added to ˙̄V (t).
Hence, setting ξ(t) = col{x(t), ẋ(t), x(t − h), x(t − τ(t))}, we

conclude that ˙̄V (t) + 2αV̄ (t) ≤ ξ T (t)Ψ ξ(t) ≤ 0, t ≥ t∗, if LMIs
(24) and

Ψ =


ψ11 P − PT

2 + ATP3 S12e−2αh ψ14

∗ −P3 − PT
3 + h2R 0 PT

3 BK
∗ ∗ −(S + R)e−2αh ψ34
∗ ∗ ∗ ψ44


< 0, (25)
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are feasible, where

ψ11 = ATP2 + PT
2 A + S − Re−2αh

+ 2αP,

ψ14 = PT
2 BK + (R − S12)e−2αh,

ψ34 = (R − ST12)e
−2αh,

ψ44 = (−2R + S12 + ST12)e
−2αh.

Following [4], choose P3 = εP2 and denote P−1
2 = P̄2, P̄T

2 PP̄2 =

P̄, KP̄2 = Y , P̄T
2 SP̄2 = S̄, P̄T

2 RP̄2 = R̄, P̄T
2 S12P̄2 = S̄12. Multiplying

(24) by diag{P̄2, P̄2} and its transpose, (25) by diag{P̄2, P̄2, P̄2, P̄2}
and its transpose, from the right and the left, we conclude that (18)
and (20) guarantee ˙̄V (t)+ 2αV̄ (t) ≤ 0, t ≥ t∗.

Consider further the case where 0 ≤ t < t∗ and, thus the
system is given by (4). For 0 ≤ t < t∗, LKF (5) under the constant
initial condition (9) has the form

V̄ (t) = xT (t)Px(t)+

 t

t−h
e2α(s−t)xT (s)Sx(s)ds

+ h
 0

−t

 t

t+θ
e2α(s−t)ẋT (s)Rẋ(s)dsdθ

+ h


−t

−h

 t

0
e2α(s−t)ẋT (s)Rẋ(s)dsdθ.

Along (4), this leads to (23) since x(t − h) ≡ x0, t ≤ h. Similar
to the case when t ≥ t∗, we can prove that the LMIs (18) and (22)
guarantee (11b) along (4) for 0 ≤ t < t∗.

Then differentiating V0(t) along (4) and applying the descriptor
method, we have

V̇0(t)− 2δV0(t) = ξ Tsat(t)Πsatξsat(t) ≤ 0,

where ξsat(t) = col{x(t), ẋ(t)}, if

Πsat =


ATP2 + PT

2 A − 2δP P − PT
2 + ATP3

∗ −P3 − PT
3


< 0. (26)

Choose P3 = εP2 and denote P−1
2 = P̄2. Multiplying (26) by

diag{P̄2, P̄2} and its transpose, from the right and the left, we
conclude that the LMI (19) yields V̇0(t)−2δV0(t) ≤ 0, 0 ≤ t < t∗.

Noting that S̄ ≤ σ P̄ implies S ≤ σP , from (12) and x0 ∈ Xβ , we
have for all x(t):

xT (t)Px(t) ≤ V̄ (t)

≤ e−2α(t−t∗)
[e−2αt∗xT0(P + hS)x0 + (e2δt

∗

− 1)xT0Px0]

≤ e−2α(t−t∗)
[e−2αt∗xT0(P + hσP)x0 + (e2δt

∗

− 1)xT0Px0]

≤ e−2α(t−t∗)ρ̄xT0Px0
≤ ρ̄β−1, t ≥ t∗.

So for all

x(t) : xT (t)Px(t) ≤ ρ̄β−1
⇒ xT (t)K T

i Kix(t) ≤ ū2
i ,

if xT (t)K T
i Kix(t) ≤ βρ̄−1xT (t)Px(t)ū2

i . The latter inequality is
guaranteed if βρ̄−1Pū2

i − K T
i Ki ≥ 0, and, thus, by Schur

complements if
Pρ̄−1 K T

i
∗ βū2

i


≥ 0

or if (21) is feasible, where Yi = KiP−1
2 = KiP̄2 and P̄ = P−T

2 PP−1
2

= P̄T
2 PP̄2. Hence LMI conditions in Theorem 1 ensure that the

trajectories of the system (17) converge to the origin exponentially,
provided that x0 ∈ Xβ .
Remark 2. Consider the following continuous-time system con-
trolled through a network:

ẋ(t) = Ax(t)+ Bu(t), (27)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rnu is the control
input. We suppose that the control input is subject to amplitude
constraints (14). We assume that the state vector is sampled at sk,
satisfying

0 = s0 < s1 < · · · < sk < · · · , k ∈ Z, lim
k→∞

sk = ∞.

The sampled state vector experiences an uncertain, time varying
delay ηk as it is transmitted through the network. The delay ηk is
bounded, i.e., 0 ≤ ηk ≤ ηM . The actuator is updated with new
control signals at the instants tk = sk + ηk, k ∈ Z. An event
driven zero-order hold keeps the control signal constant through
the interval [tk, tk+1), i.e., until the arrival of new data at tk+1. As
in [5], we assume that tk+1 − tk + ηk ≤ τM , k ∈ Z. Note that the
first updating time t0 corresponds to the first data received by the
actuator. Then for t ∈ [0, t0), (27) is given by

ẋ(t) = Ax(t), x(0) = x0, t ∈ [0, t0).

The effective control signal to be applied to the system (27) is
given by u(t) = sat(Kx(tk − ηk)), tk ≤ t < tk+1. Defining
τ(t) = t − tk + ηk, tk ≤ t < tk+1, we obtain the following closed-
loop system:

ẋ(t) = Ax(t)+ Bsat(Kx(t − τ(t))), (28)

with 0 ≤ τ(t) < tk+1 − tk +ηk ≤ τM and τ̇ (t) = 1 for t ≠ tk. Then
Theorem 1 holds for (28) with t∗ = t0, h1 = ηM , h = τM .

4. Solution bounds via delay-dependent Lyapunov–Krasovskii
methods: discrete-time

In this section, we present the discrete-time counterpart of the
results obtained in the previous one. Consider the discrete-time
system with input delay

x(k + 1) = Ax(k)+ Bu(k − τ(k)),
x(0) = x0, k ∈ Z,

(29)

where x(k) ∈ Rn is the state vector, u(k) ∈ Rnu is the control input,
u(k) = 0, k < 0 and τ(k) is the time-varying delay τ(k) ∈ [0, h],
where h is a known positive integer. A and B are system matri-
ces with appropriate dimensions. These matrices can be uncertain
with polytopic type uncertainty. Similar to Section 1, we seek a sta-
bilizing state-feedback u(k) = Kx(k) that leads to the exponen-
tially stable closed-loop system

x(k + 1) = Ax(k)+ A1x(k − τ(k)), A1 = BK (30)

with the initial condition

x(0) = x0, x(k) = 0, k = −h,−h + 1, . . . ,−1. (31)

The problem of the first time-interval may arise when the delay-
dependent analysis is performed via a LKF V to deal with the
bounds on the solutions. This is because for k < τ(k) (30) coin-
cides with x(k + 1) = Ax(k) and it may happen that 1V (k) =

V (k + 1) − V (k) < 0 does not hold (e.g., if A is not Schur stable).
Therefore, an additional bound for solutions is also needed for the
first time sequence with k < τ(k).

Consider the initial value problem (30), (31). Similar to A1, we
assume the following:

A2. There exists a unique k∗
∈ Z such that k−τ(k) < 0, k < k∗

and k − τ(k) ≥ 0, k ≥ k∗.
It is clear that k∗

≤ h. We suppose that k∗ is either known or
unknown but upper-bounded by the known h1 ≤ h. Under A2, the
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initial value problem (30), (31) for k ≥ 0 is equivalent to

x(k + 1) = Ax(k), k = 0, 1, . . . , k∗
− 1,

x(0) = x0
(32)

and (30), where k = k∗, k∗
+ 1, . . . .

Consider now the standard LKF for the exponential stability of
discrete-time systems with τ(k) ∈ [0, h] (see e.g., [6]):

V (k) = xT (k)Px(k)+

k−1
s=k−h

λk−s−1xT (s)Sx(s)

+ h
−1

j=−h

k−1
s=k+j

λk−s−1ηT (s)Rη(s),

P > 0, S > 0, R > 0, 0 < λ < 1,
η(k) = x(k + 1)− x(k).

(33)

Assume that along (30)

V (k + 1)− λV (k) ≤ 0, 0 < λ < 1, k = k∗, k∗
+ 1, . . . . (34)

Then

V (k) ≤ λk−k∗V (k∗), k = k∗, k∗
+ 1, . . . .

Note that for k − τ(k) < 0 the system (30), (31) has the form
(32) and, for the non-Schur A, (34) is clearly not feasible on k =

0, 1, . . . , k∗
− 1 since otherwise it would follow that

xT (k)Px(k) ≤ V (k) ≤ λkxT0Px0, k = 0, 1, . . . , k∗,

which is not true.
For k = 0, 1, . . . , h − 1 and the zero initial condition (31)

(substituted for x(k)) we have

V (k) = xT (k)Px(k)+ VS(k)+ V1R(k)+ V2R(k),

where

VS(k) =

k−1
s=−1

λk−s−1xT (s)Sx(s),

V1R(k) = h
−1

j=−k

k−1
s=k+j

λk−s−1ηT (s)Rη(s),

V2R(k) = h
−k−1
j=−h

k−1
s=−1

λk−s−1ηT (s)Rη(s).

(35)

Taking into account that

xT (k + 1)Px(k + 1)− λxT (k)Px(k)
= [xT (k)+ ηT (k)]P[x(k)+ η(k)] − λxT (k)Px(k)
= 2xT (k)Pη(k)+ ηT (k)Pη(k)+ (1 − λ)xT (k)Px(k),

VS(k + 1) = λVS(k)+ xT (k)Sx(k),
V1R(k + 1) = λV1R(k)+ (k + 1)hηT (k)Rη(k),

V2R(k + 1) = λV2R(k)+ [h − (k + 1)]hηT (k)Rη(k)

− h
k−1
s=−1

λk−sηT (s)Rη(s),

we have

V (k + 1)− λV (k) = ηT (k)(h2R + P)η(k)+ 2xT (k)Pη(k)
+ xT (k)[S + (1 − λ)P]x(k)

− h
k−1
s=−1

λk−sηT (s)Rη(s),

k = 0, 1, . . . , h − 1
to be compared with

V (k + 1)− λV (k) = ηT (k)(h2R + P)η(k)+ 2xT (k)Pη(k)
+ xT (k)[S + (1 − λ)P]x(k)
− xT (k − h)Sλhx(k − h)

− h
k−1

s=k−h

λk−sηT (s)Rη(s) (36)

for k ≥ h. The feasibility of V (k + 1) − λV (k) ≤ 0 along (30) for
k ≥ h cannot guarantee V (k+1)−λV (k) ≤ 0 for k = k∗, . . . , h−1,
where e.g., the term with S is useless.

Our objectives now are as follows: (a) to guarantee (34) for
k = k∗, k∗

+ 1, . . . and not only for k = h, h + 1, . . . , (b) to derive
a simple bound on V (k∗) in terms of x0. Since the solution to (30),
(32) does not depend on the values of x(k) for k < 0, we redefine
the initial condition to be constant for k ≤ 0:

x(k) = x0, k = −h,−h + 1, . . . , 0. (37)

Then V (k)will have the form

V (k) = xT (k)Px(k)+

k−1
s=k−h

λk−s−1xT (s)Sx(s)

+ V1R(k)+ V2R(k), k = 0, 1, . . . , h − 1 (38)

leading to (36) for all k ≥ k∗, where ViR(k), i = 1, 2, are given by
(35).

If A is constant and known, one could substitute into V (k) of
(38), where k = k∗, the following expressions:

x(k) = Akx0, 0 ≤ k ≤ k∗
; x(k) = x0, k < 0;

η(k) = Ak(A − I)x0, 0 ≤ k ≤ k∗

and then use upper-bounding. However, this may be complicated
and conservative, especially if A is uncertain. Instead we develop
below the direct Lyapunov approach for finding the bound on
V (k∗).

As mentioned above, V (k + 1) − λV (k) ≤ 0 along (32) is
not guaranteed for 0, 1, . . . , k∗

− 1 if A is not Schur. Therefore,
we consider V0(k) = xT (k)Px(k), P > 0, and add the following
conditions to (34): let there exist µ > 1 such that along (32)

V0(k + 1)− µV0(k) ≤ 0, k = 0, 1, . . . , k∗
− 1, (39a)

V (k + 1)− λV (k)− (µ− 1)V0(k) ≤ 0,

k = 0, 1, . . . , k∗
− 1. (39b)

Then from (39a), V0(k) ≤ µkV0(0) for k = 0, 1, . . . , k∗.
Under the constant initial condition, where η(k) = 0, k < 0

and V (k) of (33), we have for k = 0

V (0) = xT0Px0 +

−1
s=−h

λ−s−1xT0Sx0.

Hence, V (0) ≤ xT0(P + hS)x0.
Then (39b) implies

V (k) ≤ λkV (0)+ (µk
− 1)xT0Px0

≤ λkxT0(P + hS)x0 + (µk
− 1)xT0Px0, k = 0, 1, . . . , k∗.

The latter yields

V (k∗) ≤ λk
∗

xT0(P + hS)x0 + (µk∗
− 1)xT0Px0.

Therefore, (34) and (39) guarantee

V (k) ≤ λk−k∗
[λk

∗

xT0(P + hS)x0 + (µk∗
− 1)xT0Px0],

k = k∗, k∗
+ 1, . . . . (40)
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We have proved the following:

Lemma 2. Under A2, let LKF given by (33) satisfy (34) along (30)
and (39) along (32). Then the solution of the initial value prob-
lem (30), (32) satisfies (40).

Remark 3. If the system (1) or (29) has only state delay (and
no input delay), the first delay interval should also be analyzed
separately similar to Lemma 1 or 2, respectively. Indeed, in the
continuous-time case, consider

ẋ(t) = Ax(t)+ A1x(t − h),

where h > 0 is a constant delay and A is not Hurwitz. Choose the
initial condition to be zero for t ∈ [−h,−ε]with ε → 0+. Then for
t ∈ [0, h−ε], the system has a form ẋ(t) = Ax(t), i.e. ˙̄V +2αV̄ ≤ 0
for V̄ given by (5) cannot be feasible for t ∈ [0, h − ε].

5. State-feedback control with input saturation: discrete-time

Consider the system

x(k + 1) = Ax(k)+ Bu(k − τ(k)),
u(k) = Kx(k), k ∈ Z

(41)

with the control law which is subject to the following amplitude
constraints

|ui(k)| ≤ ūi, 0 < ūi, i = 1, . . . , nu, k ∈ Z. (42)

The time-varying delay τ(k) belongs to [0, h] and satisfies the
assumption A2, where h is a positive integer. We will consider two
cases: (1) k∗ is known, (2) k∗ is unknown but bounded by a known
positive integer h1 ≤ h. Then the state-feedback has the following
form u(k) = sat(Kx(k)). Applying the latter control law, the closed-
loop system obtained is

x(k + 1) = Ax(k)+ Bsat(Kx(k − τ(k))),

k = k∗, k∗
+ 1, . . . . (43)

Suppose for simplicity that u(k − τ(k)) = 0 for k − τ(k) < 0. The
initial condition is then given by (32).

If the control is such that x(k) ∈ L(K , ū) then the system (43)
admits the linear representation

x(k + 1) = Ax(k)+ BKx(k − τ(k)), τ (k) ∈ [0, h]. (44)

Our objective is to compute a controller gain K and an associated
set of initial conditions that make the solutions of system (44)
exponentially stable. We apply LKF (33) to system (44) with time-
varying delay from the maximum delay interval [0, h]. By using
arguments similar to Theorem 1, we arrive at

Theorem 2. Assume k∗ is known. Given ϵ ∈ R, positive scalars
λ < 1, β, µ > 1, σ and positive integer h. Let there exist n × n
matrices P̄ > 0, P̄2, S̄12, R̄ > 0, S̄ > 0, nu × n-matrix Y such that
S̄ ≤ σ P̄ , (18) and the following LMIs hold:
(A − I)P̄2 + P̄T

2 (A − I)T + (1 − µ)P̄ P̄ − P̄2 + ϵP̄T
2 (A − I)T

∗ −ϵP̄2 − ϵP̄T
2 + P̄


< 0, (45)


Σ11 Σ12 S̄12λh BY + (R̄ − S̄12)λh

∗ Σ22 0 ϵBY
∗ ∗ −(S̄ + R̄)λh (R̄ − S̄T12)λ

h

∗ ∗ ∗ Σ44

 < 0, (46)


P̄ρ−1 Y T

j
∗ βū2

j


≥ 0, j = 1, . . . , nu, (47)


Σ11 + (1 − µ)P̄ Σ12 S̄12λh (R̄ − S̄12)λh

∗ Σ22 0 0
∗ ∗ −(S̄ + R̄)λh (R̄ − S̄T12)λ

h

∗ ∗ ∗ Σ44

 < 0, (48)
where

Σ11 = (A − I)P̄2 + P̄T
2 (A − I)T + S̄ − R̄λh + (1 − λ)P̄,

Σ12 = P̄ − P̄2 + ϵP̄T
2 (A − I)T ,

Σ22 = −ϵP̄2 − ϵP̄T
2 + h2R̄ + P̄,

Σ44 = (−2R̄ + S̄12 + S̄T12)λ
h,

ρ = λk
∗

(1 + hσ)+ µk∗
− 1.

Then, for all initial conditions x0 belonging to Xβ , where P =

P̄−T
2 P̄ P̄−1

2 , the closed-loop system (44) is exponentially stable for all
delays 0 ≤ τ(k) ≤ h, where K = Y P̄−1

2 .
Moreover, if k∗ is unknown but k∗

≤ h1 with h1 ≤ h, where h1 is
a known bound, the term P̄ρ−1 in (47) is replaced by P̄(hσ +µk∗)−1.

Remark 4. Note that

xT0Px0 ≤ λmax(P)|x0|2 ≤ β−1,

where λmax(P) denotes the largest eigenvalue of P . Hence the fol-
lowing initial region |x0|2 ≤ β−1/λmax(P) is inside of Xβ . Similar
to [7], in order to have a bigger initial ball, i.e., to minimize λmax(P)
we add the constraint

−ϱI I
∗ −P̄2 − P̄T

2 + P̄


< 0, (49)

to Theorems 1 and 2. Since P > 0 and P = P̄−T
2 P̄ P̄−1

2 , i.e., P̄ =

P̄T
2 PP̄2, we have

(P−1
− P̄T

2 )P(P
−1

− P̄T
2 )

T
≥ 0,

which implies that P−1
≥ P̄2 + P̄T

2 − P̄ or P ≤ (P̄2 + P̄T
2 − P̄)−1.

Hence, by Schur complements, if (49) holds, it follows that

ϱI > (P̄2 + P̄T
2 − P̄)−1

≥ P,

which implies that P < ϱI . So we need to minimize ϱ in order to
minimize λmax(P).

Remark 5. It should be pointed out that the results presented in
Theorems 1 and 2 can be improved by the use of a generalized
sector condition [8] or a polytopic modeling [9].

Remark 6. LMIs of Theorems 1 and 2 are affine in the system
matrices. Therefore, in the case of system matrices from the
uncertain time-varying polytope

Θ =

M
j=1

gj(t)Θj, 0 ≤ gj(t) ≤ 1,

M
j=1

gj(t) = 1, Θj =

A(j) B(j)


,

one have to solve these LMIs simultaneously for all the M vertices
Θj, applying the same decision matrices.

6. Examples

Example 1. Consider the system from [10]:

ẋ(t) =


1.1 −0.6
0.5 −1


x(t)+


1
1


u(t − τ(t)), (50)
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Fig. 1. Example 1: largest ball of admissible initial conditions for different t∗ .

where ū = 5. Choose ε = 0.97, σ = 1.0 × 10−3, β = 1.
First we assume that t∗ is unknown and bounded by h1 = h.
Application of Theorem 1 with α = 0 and Remark 4 leads to
the asymptotic stability of the closed-loop system for all delays
τ(t) ≤ 0.73 with δ ∈ [1.81, 13.01]. When δ = 1.82, we achieve
the largest ball of admissible initial conditions |x0| ≤ 0.6985.
The resulting controller gain is K = [−1.8116 0.5586]. Then for
different t∗, applying Theorem 1with α = 0 and Remark 4we give
the corresponding largest ball of admissible initial conditions (see
Fig. 1).

Example 2 ([10]).We consider (13) with the following matrices:

A =


1 0.5

g1(t) −1


, B =


1 + g2(t)

−1


,

where |g1(t)| ≤ 0.1, |g2(t)| ≤ 0.3. Suppose that ū = 10. Choose
ε = 0.8, σ = 1.0 × 10−3, β = 1. First we assume that t∗
is unknown and bounded by h1 = h. Application of Theorem 1
with α = 0 and Remarks 4, 6 leads to the asymptotic stability
of the closed-loop system for all delays τ(t) ≤ 0.36 with δ ∈

[1.37, 32.53].When δ = 1.42, the obtained set of admissible initial
conditions in this case is given by

X =


x0 ∈ R2

: xT0


0.1772 0.0435
0.0435 0.011


x0 ≤ 1


and the corresponding largest ball of admissible initial conditions
is |x0| ≤ 2.3067 (see Fig. 2). The resulting controller gain is K =

−[2.5215 0.6251]. Then for different t∗, applying Theorem 1 with
α = 0 and Remarks 4, 6, we give the corresponding largest ball of
admissible initial conditions (see Table 1).

Example 3. Discretize the system (50) with a sampling time Ts =

0.01:

x(k + 1) =


1.0110 −0.006
0.005 0.99


x(k)+


0.01
0.01


u(k − τ(k)), (51)

and where ū = 5. Choose ε = 0.97, σ = 1.0 × 10−3, β = 1.
First we assume that k∗ is unknown and bounded by h1 = h.
Application of Theorem 2 with λ = 1 and Remark 4 leads to the
asymptotic stability of the closed-loop system for all delays τ(k) ≤

5 with µ ∈ [1.66, 66.12]. When δ = 1.77 we achieve the largest
ball of admissible initial conditions |x0| ≤ 0.6179. The resulting
controller gain is K = [−1.8550 0.5720].
Fig. 2. Example 2: set of admissible initial conditions.

Table 1
Example 2: largest ball of admissible initial conditions for different t∗ .

t∗(h = 0.36) t∗ ≤ h t∗ ≤ h/2 0

|x0| 2.3067 2.9784 3.8456

7. Conclusions

In this paper, we show that the first time interval of the
delay length needs a special analysis when we deal with the
solution bounds of time-delay systemvia the Lyapunov–Krasovskii
method, both in the continuous and in the discrete time. Regional
stabilization of linear continuous/discrete-time plant with input
saturation is revisited. The conditions are given in terms of LMIs.
Numerical examples illustrate the efficiency of the method.
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