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a b s t r a c t

This paper develops the time-delay approach to large-scale networked control systems (NCSs) with
multiple local communication networks connecting sensors, controllers and actuators. The local networks
operate asynchronously and independently of each other in the presence of variable sampling intervals,
transmission delays and scheduling protocols (from sensors to controllers). The communication delays
are allowed to be greater than the sampling intervals. A novel Lyapunov–Krasovskii method is presented
for the exponential stability analysis of the closed-loop large-scale system. In the case of networked
control of a single plant our results lead to simplified conditions in terms of reduced-order linear matrix
inequalities (LMIs) comparatively to the recent results in the framework of time-delay systems. Polytopic
type uncertainties in the system model can be easily included in the analysis. Numerical examples from
the literature illustrate the efficiency of the results.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Networked Control Systems are systems with spatially dis-
tributed sensors, actuators and controller nodes which exchange
data over a communication data channel (Antsaklis & Baillieul,
2007). It is important to provide a stability and performance cer-
tificate that takes into account the network imperfections (such
as variable sampling intervals, variable communication delays,
scheduling protocols, etc.). The hybrid system approach has been
applied to nonlinear NCSs under Try-Once-Discard (TOD) and
Round-Robin (RR) scheduling protocols in Heemels, Teel, van de
Wouw, and Nesic (2010), Nesic and Teel (2004), Walsh, Ye, and
Bushnell (2002), where variable sampling intervals and small com-
munication delays (that are smaller than the sampling intervals)
have been considered. Recently the time-delay approach to NCSs
(see e.g. Fridman, 2014; Fridman, Seuret, & Richard, 2004; Gao,
Chen, & Lam, 2008) was extended to networked systems under
TOD and RR protocols that allowed to treat large communication
delays (Liu, Fridman, & Hetel, 2012, 2015).
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It is common place in industry that the total plant to be
controlled consists of a large number of interacting subsystems
(Lunze, 1992). Usually the control of the plant is designed in
a decentralized manner with local control stations allocated to
individual subsystems. Most papers on NCSs assume that there is
one controller and one global communication network. However,
in the control of large-scale systems it is more efficient to use
local controllers and local networks instead of the global ones.
This leads to large-scale NCSs with independent and asynchronous
local networks. Another application of NCSs with asynchronous
local networks is platoons of vehicles that communicate wirelessly
without timing coordination betweenmembers of thewhole string
(Heemels, Borgers, van de Wouw, Nesic, & Teel, 2013).

Decentralized networked control of large-scale interconnected
systems with local independent networks was studied in the
framework of hybrid systems (Borgers & Heemels, 2014; Heemels
et al., 2013), where variable sampling or/and small communication
delays were taken into account. Distributed estimation in the
presence of synchronous sampling of local networks and RR
protocol was recently analyzed in Ugrinovskii and Fridman (2014)
in the framework of time-delay approach.

The goal of this paper is to extend the time-delay approach to
decentralized NCS with multiple local communication networks
connecting sensors, controllers and actuators. The local networks
operate asynchronously and independently of each other in
the presence of variable sampling intervals, transmission delays
and scheduling protocols (from sensors to controllers). The
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communication delays are allowed to be greater than the sampling
intervals. Note that direct extension of the switched system
modeling under RR protocol of Liu et al. (2012) to large-scale
system would lead to numerous LMIs. The Lyapunov–Krasovskii
method of Liu et al. (2015) developed for hybrid time-delaymodels
of the closed-loop systems under TOD and RR protocols involves
complicated conditions on the derivative and on the jumps of
Lyapunov functionals that cannot be directly extended to large-
scale systems.

In the present paper a novel Lyapunov–Krasovskii method is
suggested for the exponential stability analysis of the closed-
loop large-scale system. In the case of networked control of a
single plant our results lead to simplified conditions in terms of
reduced-order LMIs comparatively to the recent results (Liu et al.,
2012, 2015). Numerical examples from the literature illustrate the
efficiency of the results.
Notation: Throughout the paper the superscript ‘T ’ stands for
matrix transposition, Rn denotes the n dimensional Euclidean
spacewith vector norm |·|,Rn×m is the set of all n×m realmatrices,
and the notation P > 0, for P ∈ Rn×n means that P is symmetric
and positive definite. The symmetric elements of the symmetric
matrix will be denoted by ∗. The space of functions φ : [a, b] →

Rn, which are absolutely continuous on [a, b] and have square
integrable first-order derivatives, is denoted by W [a, b] with the

norm ∥φ∥W = ∥φ∥W [a,b] = maxθ∈[a,b] |φ(θ)| +

 b
a |φ̇(s)|2ds

 1
2
.

Z+ and N denote the set of non-negative integers and positive
integers, respectively. MATI and MAD denote maximum allowable
transmission interval andmaximum allowable delay, respectively.
Denote by δnm the Kronecker delta meaning δnm = 0, n ≠ m
and δnn = 1 (n,m ∈ N). Throughout the paper the subscript
or superscript j stands for a subsystem index, while subscript i
denotes the sensor index.

2. Problem formulation

Consider the system in Fig. 1, consisting ofM physically coupled
linear continuous-time plants Pj, controlled by M local controllers
Cj (j = 1, . . . ,M). The dynamics of the plants Pj are given by
subsystems:

ẋj(t) = Ajxj(t)+


l≠j

Fljxl(t)+ Bjuj(t), t ≥ 0,

xj(0) = x0j,
(1)

where j = 1 . . .M is the subsystem index, xj(t) ∈ Rnj is the state,
uj(t) ∈ Rmj

is the control input, Aj, Bj and Flj are matrices of appro-
priate dimensions. Subsystem j has several nodes (Nj distributed
sensors, a controller node and an actuator node) connected via a
local communication network. The measurements are given by

yij(t) = Cijxj(t) ∈ Rnji , i = 1, . . . ,Nj,

Nj
i=1

nj
i = nj

y.

The jth subsystem is assumed to have an independent sequence
of sampling instants

0 = sj0 < sj1 < · · · < sjk < · · · , lim
k→∞

sjk = ∞

with bounded sampling intervals sjk+1−sjk ≤ MATI j. At each sjk, one

of the outputs yij(s
j
k) ∈ Rnji is transmitted via the sensor network

to controller Cj.
Suppose that data loss is not possible and that the transmission

of the information over the networks from sensors to actuators
is subject to a variable roundtrip delay ηjk. Then t jk = sjk + η

j
k

Fig. 1. Decentralized control of systems with local networks.

is the updating time instant of the Zero-Order Hold (ZOH).
Communication delay is assumed to be bounded ηjk ∈


η
j
m, η

j
M


,

where ηjM , MADj. Differently from Borgers and Heemels (2014),
we do not restrict the network delays to be small with t jk = sjk +

η
j
k < sjk+1, i.e. η

j
k < sjk+1 − sjk. As in Naghshtabrizi, Hespanha,

and Teel (2010) we allow the delay to be non-small provided that
the old sample cannot get to the same destination (same controller
or same actuator) after the most recent one. We suppose that the
controllers and the actuators are event-driven (in the sense that
they update their outputs as soon as they receive a new sample).

Assume the following assumption:
A1 There exist M gain matrices Kj =


K1j · · · KNjj


, Kij ∈

Rmj
×nji such that the matrices Aj + BjKjCj are Hurwitz, where Cj =

CT
1j · · · CT

Njj

T
.

Remark 1. The assumption A1 means that the ’’nominal system’’
ẋj = Aj + Bjuj is stabilizable by a static output-feedback uj =

KjCjxj. Note that in the case of only one network (from sensors
to controller) in each subsystem, the presented results can be
easily adapted to decentralized observer-based control of large-
scale systems as shown for the case of one plant in Liu et al. (2012,
2015).

We will consider TOD and RR protocols that orchestrate the
sensor data transmission to the controller. Denote J = {1, . . . ,M},
JRR = {j ∈ J| jth subsystem is under RR } and JTOD = {j ∈ J| jth
subsystem is under TOD }. Note that if for some j there is no
scheduling from the sensors (Nj = 1) to the controller wewill refer
to it as j ∈ JRR, where Nj = 1. Thus, J = JRR


JTOD. Denote by

ŷj(s
j
k) =


ŷT1j(s

j
k) · · · ŷTNjj(s

j
k)
T

∈ Rnjy (2)

the most recent output information submitted to the scheduling
protocol of the jth subsystem (i.e. the most recent information at
the jth controller side) at the sampling instant sjk. Then under A1
the resulting static output-feedbacks are given by

uj(t) =

Nj
i=1

Kijŷij(s
j
k), t ∈ [t jk, t

j
k+1),

k ∈ Z+, j = 1 . . .M. (3)

Denote

T , max{{t jNj−1}|j∈JRR , {t
j
0}|j∈JTOD},

x(t) = col{x1(t), . . . , xM(t)}.
(4)
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We will define next a notion of solution to the closed-loop system
(1), (3) and justify its existence. Monotonically increasing for each
j = 1, . . . ,M sequences of updating times t j0 < t j1 < · · · can be
reordered in one monotonically increasing sequence t̃0 < t̃1 <
· · · , where t̃k∗ = T for some k∗

∈ Z+. For any initial condition
xT , x(T + ·) ∈ W [−T , 0], by applying the step method for
t ∈ [t̃k, t̃k+1] (k ≥ k∗) one can show that there exists a unique
absolutely continuous function x : [T ,∞) → R

M
j=1 nj satisfying

(1), (3) almost for all t ≥ T . This function is called a solution of (1),
(3) initialized by xT .

Definition 1. The closed-loop large-scale system (1), (3) is called
exponentially stable with a decay rate α0 > 0 if for any initial
condition xT ∈ W [−T , 0] there exists c > 0 such that solutions
of the system initiated by xT satisfy the following inequality

|x(t)| ≤ ce−α0(t−T )
∥xT∥W , ∀t ≥ T . (5)

Our objective is to derive sufficient conditions for the exponential
stability of the closed-loop system (1), (3).

3. NCSs under scheduling protocols

As mentioned in the previous section, at each sampling instant
sjk, one of the systemnodes i ∈


1, . . . ,Nj


is active, that is only one

of ŷij(s
j
k) values is updated with the recent output yij(s

j
k). Let i

∗j
k ∈

1, . . . ,Nj

denote the active output node at the sampling instant

sjk, which will be chosen due to RR or TOD scheduling protocols (to
be defined hereafter). Then

ŷij(s
j
k) =


yij(s

j
k), i = i∗jk ,

ŷij(s
j
k−1), i ≠ i∗jk .

(6)

For simplicity we will omit j in i∗jk .

3.1. RR protocol and the closed-loop model

The periodic choice of i∗k corresponds to RR protocol. Under RR
scheduling the measurements are sent in a periodic manner one
after another. Then the components of the most recent output on
the controller side ŷTj (s

j
k) given by (2) can be presented as

ŷij(s
j
k) = yij(s

j
k−∆i

k
), i = 1, . . . ,Nj

with some ∆i
k ∈ {0, . . . ,Nj − 1}. Following the time-delay

approach to NCS denote

τij(t) = t − sj
k−∆i

k
, t ∈ [t jk, t

j
k+1).

We have

ηjm ≤ τij(t) ≤ t jk+1 − sj
k−∆i

k
= sjk+1 − sj

k−∆i
k
+ η

j
k+1

≤ (∆i
k + 1) · MATI j + MADj

≤ Nj · MATI j + MADj , τ
j
M .

Therefore, for t ≥ t jNj−1 (when all the measurements are
transmitted at least once) the static output-feedback (3) under RR
protocol can be presented as

u(t) =

Nj
i=1

Kijyij(t − τij(t)), t ≥ t jNj−1. (7)
The resulting closed-loop model is a system with multiple delays

ẋj(t) = Ajxj(t)+

Nj
i=1

AijCijxj(t − τij(t))

+


l≠j

Fljxl(t), Aij = BjKij, t ≥ t jNj−1, (8)

where τij(t) ∈ [η
j
m, τ

j
M ].

Note that under A1 for τij = 0 and Flj = 0, there exist Kij
such that (7) is exponentially stable. Then for small enough τij the
system (7) with the same Kij is input-to-state stable (where xl|l≠j
are the inputs).

Remark 2. A more accurate model of the closed-loop system
under RR protocol was presented in Liu et al. (2012) in the form
of switched Nj subsystems with ordered multiple delays. Our
simplified model (one system instead of Nj, but with independent
delays from the maximum delay interval [η

j
m, τ

j
M ]) leads to

reduced-order LMI conditions.

3.2. TOD protocol and the closed-loop model

In TOD protocol the choice of i∗k at the sampling instant sjk
depends on the transmission error

Eij(s
j
k) = ŷij(s

j
k−1)− yij(s

j
k), i ∈


1, . . . ,Nj


.

The output node i with the greatest weighted error Eij(s
j
k) will be

granted the access to the network.

Definition 2 (TOD Protocol). Let Qi,j > 0 (i = 1, . . . ,Nj) be some
weighting matrices. At the sampling instant sjk, the weighted TOD
protocol is a protocol for which the active output node with the
index i∗k (k ∈ Z+) is defined as any index that satisfies

|


Qi∗k ,j

Ei∗k
(sjk)|

2
≥ |

Qi,jEij(s

j
k)|

2, i = 1, . . . ,Nj. (9)

Here the weighting matrices Q1,j, . . . ,QNj,j are variables to be
designed. Then the feedback can be presented as

uj(t) = Ki∗k
yi∗k j(s

j
k)+

Nj
i=1,i≠i∗k

Kijŷij(s
j
k−1),

t ∈ [t jk, t
j
k+1), k ∈ Z+ (10)

with uj(t) = 0, 0 ≤ t < t j0.
Note that for Kij from A1 and small enoughMATI j andMADj, the

closed-loop system (1), (10) is input-to-state stable,where xl|l≠j are
the inputs (cf. Remark 6). Denote

τj(t) = t − sjk, t ∈ [t jk, t
j
k+1), k ∈ Z+.

Then
ηjm ≤ τj(t) ≤ MATI j + MADj , τ

j
M .

In order to obtain the impulsive closed-loopmodel we define as
in Liu et al. (2015) the piecewise-continuous error

eij(t) = Eij(s
j
k), t ∈ [t jk, t

j
k+1), i = 1 . . .Nj,

where we assume ŷij(s
j
−1) = 0, implying eij(t

j
0) = −yij(s

j
0). Then

the closed-loop model has the following continuous dynamics:
ẋj(t) = Ajx(t)+ A1jCjxj(t − τj(t))

+

Nj
i=1,i≠i∗k

Bijeij(t)+


l≠j

Fljxl(t),

ėij(t) = 0, i = 1 . . .Nj, t ≥ t j0,

A1j = BjKj, Bij = BjKij. (11)



204 D. Freirich, E. Fridman / Automatica 69 (2016) 201–209
Similar to Liu et al. (2015) we obtain for i = i∗k

eij(t
j
k+1) = ŷij(s

j
k)− yij(s

j
k+1)

= Cij[xj(s
j
k)− xj(s

j
k+1)],

and for i ≠ i∗k

eij(t
j
k+1) = ŷij(s

j
k−1)− yij(s

j
k+1)

= eij(t
j
k)+ Cij[xj(s

j
k)− xj(s

j
k+1)].

Thus, the delayed reset system is given by

xj(t
j
k+1) = xj(t

j−
k+1),

eij(t
j
k+1) = [1 − δ(i, i∗k)]eij(t

j
k)

+ Cij[xj(t
j
k − η

j
k)− xj(t

j
k+1 − η

j
k+1)],

i = 1, . . . ,Nj, k ∈ Z+,

(12)

where δ is Kronecker delta. Summarizing, (11)–(12) is the hybrid
model of the NCS.

Note that in our model the first updating time t j0 corresponds
to the time instant when the first data is received by the actuator.
We define xj(t) = xj(0) for t < 0. Thus the initial conditions for
(11)–(12) are given by

xj(t
j
0 + ·) ∈ W [−τ

j
M , 0], ej(t

j
0) = −Cjxj(t

j
0 − η

j
0). (13)

3.3. Lyapunov-based analysis under RR protocol

Assume that the jth subsystem (1) is under RR protocol, i.e. j ∈

JRR. Consider the closed-loopmodel (8) and the following Lyapunov
functional:

Vj(t) = xTj (t)Pjxj(t)+ V0j(t)+ V1j(t),

V0j(t) =

Nj
i=1

 t

t−ηjm

e2α(s−t)xTj (s)C
T
ij S0i,jCijxj(s)ds

+ ηjm

 0

−η
j
m

 t

t+θ
e2α(s−t)ẋTj (s)C

T
ij R0i,jCijẋj(s)dsdθ


,

V1j(t) =

Nj
i=1

 t−ηjm

t−τ jM

e2α(s−t)xTj (s)C
T
ij S1i,jCijxj(s)ds

+ hj


−η

j
m

−τ
j
M

 t

t+θ
e2α(s−t)ẋTj (s)C

T
ij R1i,jCijẋj(s)dsdθ


,

hj , (τ
j
M − ηjm), α > 0, m = 0, 1,

Pj > 0, Smi,j > 0, Rmi,j > 0,

(14)

where we define (for simplicity) xj(t) = x0j, for t < 0. Note
that differently from conventional Lyapunov functionals for the
stability of systems with interval delays (see e.g. Liu et al., 2012,
Park, Ko, & Jeong, 2011), the one given by (14) contains Cij in
integral terms with the reduced-order matrices Smi,j and Rmi,j. The
latter matrices will be decision variables of the resulting LMIs.

Proposition 1. Consider the jth subsystem given by (8). Given tuning
parameters α > ε > 0 and (M − 1) nl × nl (l ≠ j) matrices
Pl > 0, let there exist a nj × nj matrix Pj > 0, nj

i × nj
i matrices

R0i,j > 0, R1i,j > 0, S0i,j > 0, S1i,j > 0 and Wi,j (i = 1 . . .Nj)
that satisfy

Γi,j =


R1i,j Wi,j
∗ R1i,j


≥ 0, i = 1 . . .Nj, (15)
and

Σ̂j =


Σj Ξj
∗ Πj


< 0, (16)

whereΣj =


Φ DT

2C
T
j Hj

∗ −Hj


and

Φ = DT
1(2αPj + CT

j Ŝ0jCj)D1 +

DT
2PjD1 + DT

1PjD2


− ρmDT
3(Ŝ0j − Ŝ1j)D3 − ρmDT

4 R̂0jD4 − ρDT
5 Ŝ1jD5

− ρDT
6 Γ̂jD6, Hi,j = η2mR0i,j + (τM − ηm)

2R1i,j,

ρm = e−2αηjm , ρ = e−2ατ jM , Hj = diag{H1,j, . . . ,HNj,j},

Ŝpj = diag{Sp1,j, . . . , SpNj,j}, p = 0, 1,

R̂0j = diag{R01,j, . . . , R0Nj,j},

Γ̂j = diag{Γ1,j, . . . ,ΓNj,j}, D1 = [Inj 0nj×3njy
],

D2 =


Aj, [0 1 0] ⊗ A1j, . . . , [0 1 0] ⊗ ANjj


,

D3 =


0njy×nj diag


[1 0 0] ⊗ Inj1

, . . . , [1 0 0] ⊗ InjNj


,

D4 =


Cj diag


[−1 0 0] ⊗ Inj1

, . . . , [−1 0 0] ⊗ InjNj


,

D5 =


0njy×nj diag


[0 0 1] ⊗ Inj1

, . . . , [0 0 1] ⊗ InjNj


,

D6 =


02njy×nj diag


1 − 1 0
0 1 − 1


⊗ Inj1

, . . . ,


1 − 1 0
0 1 − 1


⊗ InjNj


,

Ξ T
j = F T

j


PjD1 CT

j Hj

,

Fj = row l=1,...,M{Flj, l ≠ j}

Πj = −
2ε

M − 1
diag l=1,...,M{Pl, l ≠ j}.

Then the Lyapunov functional Vj(t) given by (14) satisfies the
following inequality along the solutions of (8):

V̇j(t)+ 2αVj(t) ≤
2ε

M − 1


l≠j

xTl (t)Plxl(t), t ≥ t jNj−1. (17)

Moreover, in the case where the jth subsystem (8) is independent of
other subsystems (i.e. Flj|l≠j = 0, l = 1, . . . ,M), if Σj < 0, then (8) is
exponentially stable with a decay rate α.

Proof. We follow the standard arguments for the exponential
stability analysis via Krasovskii method (see e.g. Fridman, 2014,
Park et al., 2011). Differentiating V̇j(t)we have

V̇j(t)+ 2αVj(t) ≤ 2αxTj (t)Pjxj(t)+ 2ẋTj (t)Pjxj(t)

+

Nj
i=1

|

S0i,jCijxj(t)|2 − |


S0i,je−αη

j
mCijxj(t − ηjm)|

2

+ ρm|

S1i,jCijxj(t − ηjm)|

2
− ρ|


S1i,jCijxj(t − τ

j
M)|

2

− ηjm

 t

t−ηjm

|

R0i,jeα(s−t)Cijẋj(s)|2ds

− hj

 t−ηjm

t−τ jM

|

R1i,jeα(s−t)Cijẋj(s)|2ds + |


Hi,jCijẋj(t)|2.

By Jensen’s inequality

ηjm

 t

t−ηjm

|

R0i,jeα(s−t)Cijẋj(s)|2ds

≥ ρm|

R0i,jCij(xj(t)− xj(t − ηjm))|

2,
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Table 1
Example 1: max. value of MATI for a given ηM , MAD.

MATI ηm

0 0.01 0.02

Liu et al. (2012) 0.023 − ηM 0.029 − ηM 0.035 − ηM
Liu et al. (2015) 0.025 − ηM 0.031 − ηM 0.036 − ηM

Proposition 1 0.022 −
ηM
2 0.0221 −

ηM
2 0.0223−

ηM
2

Table 2
Example 1: max. value of MATI forMAD = 0.024.

MATI ηm Dec. vars LMI rows
0 0.01 0.02

Liu et al. (2012) – 0.005 0.011 146 236
Liu et al. (2015) 0.001 0.007 0.012 72 208

Proposition 1 0.01 0.0101 0.0103 42 108

whereas under (15) by arguments of Park et al. (2011)

e2ατ
j
Mhj

 t−ηjm

t−τ jM

e−2ατ jM |

R1i,jeα(s−t)Cijẋj(s)|2ds

≥


Cij(xj(t − η

j
m)− xj(t − τij(t)))

Cij(xj(t − τij(t))− xj(t − τ
j
M))

T

×Γi,j


Cij(xj(t − η

j
m)− xj(t − τij(t)))

Cij(xj(t − τij(t))− xj(t − τ
j
M))


.

Denote

ζj(t) =


xTj (t),


xj(t − ηjm) xj(t − τ1j(t)) xj(t − τ

j
M)
T

CT
1j,

. . . ,

xj(t − ηjm) xj(t − τNjj(t)) xj(t − τ

j
M)
T

CT
Njj

T
,

Xj(t) = col l=1,...,M{xl(t), l ≠ j}.

Substituting ẋj(t) = D2ζj(t)+ FjXj(t)we arrive at

V̇j(t)+ 2αVj(t)−
2ε

M − 1


l≠j

xTl (t)Plxl(t)

≤

ζ T
j (t) XT

j (t)
 Φ DT

1PjFj
∗ Πj

 
ζj(t)
Xj(t)


+ [D2ζj(t)+ FjXj(t)]TCT

j HjCj[D2ζj(t)+ FjXj(t)].

Then, by Schur’s complement, (16) implies (17).
For the case of the single jth subsystem,Σj < 0 implies V̇j(t)+

2αVj(t) ≤ 0, i.e. by comparison principle

xTj (t)Pjxj(t) ≤ Vj(t) ≤ e
−2α(t−t jNj−1)Vj(t

j
Nj−1).

The latter guarantees the exponential stability since Vj(t
j
Nj−1) ≤

γj∥xt jNj−1
∥W for some γj > 0. �

Remark 3. Under A1 there exists Pj > 0 such that

Pj


Aj +

Nj
i=1

AijCij


+


Aj +

Nj
i=1

AijCij

T

Pj < 0.

Then, by standard arguments for delay-dependent conditions
(Fridman, 2014), for small enough τij and α > 0 there exist
R0i,j > 0, R1i,j > 0, S0i,j > 0, S1i,j > 0 and Wi,j (i = 1 . . .Nj)
that satisfy (15) and Ξj < 0 with the same Pj. Therefore, by Schur
complements, (16) is feasible for given ε > 0 and small enough Flj.
Remark 4. The LMIs of Proposition 1 and of Theorem 1 (see
Section 4) are affine in the system matrices. Therefore, in the case
of system matrices from an uncertain time-varying polytope one
have to solve these LMIs simultaneously for all the vertices of the
polytope applying the same decision matrices.

Example 1 (Geromel, Korogui, & Bernussou, 2007, Liu et al.,
2015). Consider an inverted pendulum mounted on a small cart.
The linearized model can be written as (1) with one subsystem
(Flj = 0,M = 1), where A1 = E−1Af , B1 = E−1B0 and where

E =

1 0 0 0
0 1 0 0
0 0 3/2 −1/4
0 0 −1/4 1/6

 ,

Af =

0 0 1 0
0 0 0 1
0 0 −(fc + fb) fb/2
0 5/2 fb/2 −fb/3

 ,
BT
0 =


0 0 1 0


.

Here fc(t) ∈ [0.15, 0.25] and fb(t) ∈ [0.15, 0.25] are uncertain
parameters. Thus A1 belongs to uncertain polytope, defined by four
vertices Ap

1 (p = 1, . . . , 4) corresponding to fc/fb = 0.15 and
fc/fb = 0.25. The pendulum can be stabilized by a state feedback
u1(t) = K1x1(t)with

K1 = [11.2062 − 128.8597 10.7823 − 22.2629].

Suppose that the state variables are not accessible simultaneously.
Consider the case of N1 = 2 measurements, where C11 =
1 0 0 0
0 1 0 0


, C21 =


0 0 1 0
0 0 0 1


.

For the values of ηm given in Table 1, we apply Remark 4, where
LMI (15) and 4 LMIs (16) corresponding to 4 vertices Ap

1 (with A1

substituted by Ap
1) are solved with the same decision variables and

with α = 0.015. Table 2 presents the MATI for a given MAD =

0.024 (the case of large communication delay). It is observed that
under RR protocol the LMI conditions of Proposition 1 possess
essentially less decision variables and are given in terms of smaller
LMIs than Liu et al. (2012, 2015) though in some cases guarantee
the exponential stability for larger MATI.

3.4. Lyapunov-based analysis under TOD protocol

In this section we assume that the jth subsystem (1) is under
TOD scheduling protocol, i.e. j ∈ JTOD. Consider the closed-loop
model (11)–(12) and the following Lyapunov functional:

V e
j (t) = Vj(t)+

Nj
i=1

eTij(t)Qi,jeij(t)+ W e
j (t), (18)

where

W e
j (t) = 2α(t jk − t)eTi∗k j(t)Qi∗k ,j

ei∗k j(t)

+

Nj
i=1,i≠i∗k

t jk − t

t jk+1 − t jk
eTij(t)Ui,jeij(t),

Vj(t) = Ṽj(t)+ V G
j (t),

V G
j =

Nj
i=1

hj

 t

sjk

e2α(s−t)
|

Gi,jCijẋj(s)|2ds,
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Ṽj(t) = xTj (t)Pjxj(t)

+

 t

t−ηjm

e2α(s−t)xTj (s)C
T
j S0jCjxj(s)ds

+

 t−ηjm

t−τ jM

e2α(s−t)xTj (s)C
T
j S1jCjxj(s)ds

+ ηjm

 0

−η
j
m

 t

t+θ
e2α(s−t)ẋTj (s)C

T
j R0jCjẋj(s)dsdθ

+ hj


−η

j
m

−τ
j
M

 t

t+θ
e2α(s−t)ẋTj (s)C

T
j R1jCjẋj(s)dsdθ,

Pj > 0, S0j > 0, S1j > 0, R0j > 0, R1j > 0,
Gi,j > 0, Qi,j > 0, Ui,j > 0, α > 0,

hj = τ
j
M − ηjm, i = 1 . . .Nj, t ∈ [t jk, t

j
k+1), k ∈ Z+.

Remark 5. Differently from Liu et al. (2015), the Lyapunov func-
tional (18) contains novel negative terms W e

j (t) that essentially
simplifies the exponential stability analysis of the hybrid system.
Indeed, denoting V̂ e

j (t) = V e
j (t)|We

j =0
we have

V̇ e
j (t)+ 2αV e

j (t)

≤
˙̂V
e

j (t)+ 2αV̂ e
j (t)−

1

τ
j
M − η

j
m

Nj
i=1,i≠i∗k

|

Ui,jeij(t)|2

− 2α|


Qi∗k

ei∗k (t)|
2, t ∈ [t jk, t

j
k+1),

V e
j (t

j
k+1)− V e

j (t
j
k+1

−

) ≤ V̂ e
j (t

j
k+1)− V̂ e

j (t
j
k+1

−

)

+

N
i=1,i≠i∗k

|

Ui,jeij(t

j
k)|

2
+ 2αhj|


Qi∗k

ei∗k (t
j
k)|

2.

(19)

In Liu et al. (2015) the stability of (11)–(12) with Flj = 0 is
guaranteed if the right-hand sides of (19) are non-positive along
the system for some α > 0. By using the novel functional (18),
under the same LMIs as in Liu et al. (2015) up to the order reduction
due to Cj in Ṽj(t) (see LMIs of Proposition 2) we will guarantee that
V j
e is positive, does not grow at t jk and satisfies

V̇ e
j (t)+ 2αV e

j (t) ≤ 0, t ∈ [t jk, t
j
k+1) (20)

along the jth hybrid system with Flj = 0. The inequality (20)
immediately implies the exponential stability of the jth hybrid
subsystem, that essentially simplifies the proof of the stability
(which is crucial for the extension of the results to large-scale
hybrid systems).

The terms

eTij(t)Qi,jeij(t) ≡ eTij(t
j
k)Qi,jeij(t

j
k), t ∈ [t jk, t

j
k+1)

are piecewise-constant, Ṽ (t) presents a Lyapunov functional (with
reduced-order decision matrices) for systems with interval delays
τj(t) ∈ [η

j
m, τ

j
M ]. The piecewise-continuous in time term V G

j has
been introduced in Liu et al. (2015) to cope with the delays in the
reset conditions:

V G
j (t

j
k+1)− V G

j (t
j−
k+1)

=

Nj
i=1

hj

 t jk+1

sjk+1

e2α(s−t jk+1)|

Gi,jCijẋj(s)|2ds

−

Nj
i=1

hj

 t j−k+1

sjk

e2α(s−t jk+1)|

GijCijẋj(s)|2ds
≤ −

Nj
i=1

hje−2ατ jM

 sjk+1

sjk

|

Gi,jCijẋj(s)|2ds

≤ −

Nj
i=1

e−2ατ jM |

Gi,jCij[x(s

j
k)− x(sjk+1)]|

2 (21)

where we applied Jensen’s inequality (see e.g. Gu, Kharitonov,
& Chen, 2003). The function V e

j (t) is thus continuous and
differentiable over [t jk, t

j
k+1). The following lemma gives sufficient

conditions for the positivity of V e
j (t) and for the fact that it does

not grow in the jumps t jk:

Lemma 1. Given a tuning parameter α > 0, let there exist matrices
0 < Qi,j ∈ Rnji×nji , 0 < Ui,j ∈ Rnji×nji and 0 < Gi,j ∈ Rnji×nji , i =

1 . . .Nj that satisfy the LMIs

Ωij ,

−
1 − 2α(τ jM − η

j
m)

Nj − 1
Qi,j + Ui,j Qi,j

∗ Qi,j − Gi,je−2ατ jM

 < 0,

i = 1 . . .Nj. (22)

Then V e
j (t) of (18) is positive in the sense that

V e
j (t) ≥ β


|xj(t)|2 + |ej(t)|2


,

t ≥ t j0, ej(t) , col{e1,j(t), . . . , eNjj(t)}
(23)

for some β > 0. Moreover, V e
j (t) does not grow in the jumps

along (11)–(12):

Θ , V e
j (t

j
k+1)− V e

j (t
j−
k+1) ≤ 0. (24)

Proof. It can be seen that (22) implies

α(τ
j
M − ηjm) < 0.5 and Ui,j < Qi,j

yielding the positivity of V e
j (t).

We show next that V e
j (t) does not grow in the jumps. Since

Ṽj(t
j
k+1) = Ṽj(t

j−
k+1) and ej(t

j−
k+1) = ej(t

j
k), we obtain by taking into

account (21)

Θ =

Nj
i=1


|

Qi,jeij(t

j
k+1)|

2
− |

Qi,jeij(t

j
k)|

2


+ 2α(t jk+1 − t jk)|

Qi∗k ,j

ei∗k j(t
j
k)|

2

+


i≠i∗k

|

Ui,jeij(t

j
k)|

2
+ V G

j (t
j
k+1)− V G

j (t
j−
k+1)

≤ |


Qi∗k ,j

ei∗k j(t
j
k+1)|

2
+

Nj
i=1,i≠i∗k


|

Qi,jeij(t

j
k+1)|

2

− |

Qi,j − Ui,jeij(t

j
k)|

2


− [1 − 2αhj]|


Qi∗k ,j

ei∗k j(t
j
k)|

2

−

Nj
i=1

e−2ατ jM |

Gi,jCij[x(s

j
k)− x(sjk+1)]|

2.

Under TOD

−|


Qi∗k ,j

ei∗k j(t
j
k)|

2
≤ −

1
Nj − 1


i≠i∗k

|

Qi,jeij(t

j
k)|

2.
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Denote ζi = col{eij(t
j
k), Cij[xj(s

j
k)− xj(s

j
k+1)]}. Then, employing (12)

we arrive at

Θ ≤ −

Gi∗k ,j
e−2ατ jM − Qi∗k ,j

Ci∗k j
[xj(s

j
k)− xj(s

j
k+1)]

2
+


i≠i∗k

Qi,j


Cij[xj(s

j
k)− xj(s

j
k+1)] + eij(t

j
k)
2

−

Qi,j +
1 − 2αhj

Nj − 1
Qi,j − Ui,jeij(t

j
k)

2
− e−2ατ jM |


Gi,jCij[x(s

j
k)− x(sjk+1)]|

2


= −

Gi∗k ,j
e−2ατ jM − Qi∗k ,j

Ci∗k j
[xj(s

j
k)− xj(s

j
k+1)]

2
+


i≠i∗k

ζ T
i Ωijζi.

Therefore, under (22)Θ ≤ 0. �

By applying Lemma 1 and by modifying derivations of Liu et al.
(2015) for Flj ≠ 0 we arrive at.

Proposition 2. Consider the jth hybrid subsystem (11)–(12). Given
tuning parameters α > ε > 0 and (M − 1) nl × nl (l ≠ j)
matrices Pl > 0, let there exist a nj × nj matrix Pj > 0, nj

y × nj
y

matrices R0j > 0, R1j > 0, S0j > 0, S1j > 0,Wj, and nj
i × nj

i
matrices Qi,j > 0,Ui,j > 0,Gi,j > 0 (i = 1 . . .Nj) that satisfy the
LMIs (22) and

Γj =


R1j Wj

W T
j R1j


≥ 0, Σ i

j < 0, i = 1 . . .Nj, (25)

where

Σ i
j =


φij DT

2C
T
j Hj

∗ −Hj


,

φij = DT
1(2αPj + CT

j S0jCj)D1 +

DT
2PjD1 + DT

1PjD2


− ρmDT
3(S0j − S1j)D3 − ρmDT

4R0jD4 − ρDT
5S1jD5

− ρDT
6ΓjD6 + DT

7Ψ
j
i D7 + DT

8ΠjD8,

Hj = η2mR0,j + (τM − ηm)
2R1,j + hj · diag{G1,j, . . . ,GNj,j},

Ψ i
j = diag{ψ j

1, . . . , ψ
j
r≠i, . . .}, ψ j

r , 2αQr,j −
1
hj
Ur,j,

Πj =
−2ε
M − 1

diag{Pl, l ≠ j}, ρm = e−2αηjm , ρ = e−2ατ jM ,

D1 = [Inj 0nj×(4njy−nji+n−nj)], D2 = [Aj [0 1 0] ⊗ A1j BjK i
j Fj],

K i
j = row r=1,...,Nj{Krj, r ≠ i}, Fj = row l=1,...,M{F1j, l ≠ j},

D3 =


0njy×nj [1 0 0] ⊗ Injy Zij


,

D4 =


Cj [−1 0 0] ⊗ Injy Zij


,

D5 =


0njy×nj [0 0 1] ⊗ Injy Zij


, D7 =


0 0 0 0 Injy−nji

0

,

D6 =


02njy×nj


1 − 1 0
0 1 − 1


⊗ Injy


1
1


⊗ Zij


,

D8 =

0 In−nj


,

Zij , 0njy×(n
j
y−nji+n−nj).

Then the Lyapunov functional V e
j (t) given by (18) is positive

(i.e. (23)) holds), it does not grow in the jumps (i.e. (24) holds) and
satisfies the following inequality along (11):

V̇ e
j (t)+ 2αV e

j (t) ≤
2ε

M − 1


l≠j

xTl (t)Plxl(t)

t ∈ [t jk, t
j
k+1), k ∈ Z+. (26)

Proof. Denote

ζj(t) =


xTj (t),


xj(t − ηjm) xj(t − τ1j(t)) xj(t − τ

j
M)
T

CT
j

T
,

ξij(t) = col i=1,...,Nj{erj(t), r ≠ i},
Xj(t) = col l=1,...,M{xl(t), l ≠ j}.

By using arguments of Proposition 1, where

ẋTj (t) =


ζ T
j (t) ξ Ti∗k j

(t) XT
j (t)


DT
2,

we arrive at

V̇ e
j (t)+ 2αV e

j (t)−
2ε

M − 1


l≠j

xTl (t)Plxl(t)

≤


ζ T
j (t) ξ Ti∗k j

(t) XT
j (t)


Φi∗k j

 ζj(t)ξi∗k j(t)
Xj(t)

+ ẋTj (t)C
T
j HjCjẋj(t),

t ∈ [t jk, t
j
k+1), k ∈ Z+.

Then, by Schur’s complement, (25) implies (26). �

Remark 6. UnderA1, for Flj = 0 the LMIs (22) and (25) are feasible
(see Remark 3.3 of Liu et al., 2015). Then for given ε > 0 and small
enough Flj the above LMIs are feasible.

4. Decentralized networked control

Consider the decentralized NCS given by (1) where every plant
Pj is controlled over a communication network and is either under
RR or under TOD scheduling protocols. The controllers uj are given
by (7) and (10) respectively. We are in a position to formulate the
main result:

Theorem 1. Given tuning parameters α > ε > 0, let there exist
nj × nj matrices Pj > 0 (j ∈ J), nj

i × nj
i matrices R0i,j > 0, R1i,j >

0, S0i,j > 0, S1i,j > 0 and Wi,j (i = 1 . . .Nj, j ∈ JRR) that
satisfy the LMIs (15) and (16) for all j ∈ JRR, and nj

y × nj
y matrices

R0j > 0, R1j > 0, S0j > 0, S1j > 0,Wj, and nj
i × nj

i matrices
Qi,j > 0,Ui,j > 0,Gi,j > 0 (i = 1 . . .Nj, j ∈ JTOD) that satisfy the
LMIs (22) and (25) for all j ∈ JTOD. Then the closed-loop large-scale
system (1), (3) is exponentially stable with a decay rate α0 = α − ε.
Proof. Let the LMIs of the theorem be feasible. We choose the
following Lyapunov functional for the large-scale system (1), (3):

V (t) =


j∈JRR

Vj(t)+


j∈JTOD

V e
j (t), t ≥ 0,

where {Vj(t)}j∈JRR is given by (14) and {V e
j (t)}j∈JTOD is given by (18).

Define x(t) = x(0) for t < 0 and denote

∆TOD = {t ≥ 0| t = t jk, j ∈ JTOD, k ∈ Z+}.

Let T be given by (4).
We apply further Propositions 1 and 2. Then for some constants

0 < βm < βM V satisfies the following bounds:

βm


|x(t)|2 +


j∈JTOD

|ej(t)|2


≤ V (t) ≤ βM


∥xt∥2

W [−τM ,0] +


j∈JTOD

|ej(t)|2

, (27)
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where τM = maxj∈J τ
j
M . Moreover, by summing in j = 1, . . . ,M

the inequalities (17) and (26) we obtain that

V̇ (t)+ 2αV (t) ≤ 2ε
M
l=1

xTl (t)Plxl(t)

for all t ≥ T and t ∉ ∆TOD, implying

V̇ (t)+ 2(α − ε)V (t) ≤ 0, ∀t ≥ T , t ∉ ∆TOD. (28)

Additionally we have

V (t)− V (t−) ≤ 0, ∀t ≥ T , t ∈ ∆TOD (29)

along (1), (3). The inequalities (28) and (29) yield

V (t) ≤ e−2α0(t−T )
· V (T ), t ≥ T . (30)

Then from (27), (30) for some γ > 0 we have

|x(t)|2 +


j∈JTOD

|ej(t)|2 ≤ γ e−2α0(t−T )

∥xT∥2

W [−T ,0]

+


j∈JTOD

|ej(T )|2

, t ≥ T . (31)

We will show next that for some γ0 > 0
j∈JTOD

|ej(T )|2 ≤ γ0∥xT∥2
W [−T ,0]. (32)

Indeed, from (24) and (26) we obtain that for some γ1 > 0 the
following holds for t ∈ [t jk, t

j
k+1):

V j
e(t) ≤ e−2α(t−t jk)V j

e(t
j
k)+ γ1

 t

t jk

e−2α(t−s)
|x(s)|2ds

≤ · · · ≤ e−2α(t−t j0)V j
e(t

j
0)+ γ1

 t

t j0

e−2α(t−s)
|x(s)|2ds. (33)

Taking into account the initial conditions (13) and x(t) = x(0) for
t < 0 we arrive at V j

e(t
j
0) ≤ βjM∥x(t j0 + ·)∥W [−t j0,0]

with some

βjM > 0. Moreover, βjm|ej(t)|2 ≤ V j
e(t) for some βjm > 0 that

together with (33) yield (32). The inequalities (31) and (32) imply
(5) with c =

√
γ + γ0. �

Remark 7. The inequalities (31), (32) imply the exponentially
converging bound on the errors ej(t), j ∈ JTOD meaning the
exponential stability of the large-scale hybrid system given by
(11)–(12) for j ∈ JTOD and by (8) for j ∈ JRR.

Example 2 (Borgers & Heemels, 2014). Consider two coupled in-
verted pendulums under the scenario of decentralized networked
control, where M = 2, Nj = 2 or Nj = 4 (j = 1, 2). The system
matrices are given by

A1 = A2 =

 0 1 0 0
2.9156 0 −0.0005 0

0 0 0 1
−1.6663 0 0.0002 0

 ,

B1 = B2 =

 0
−0.0042

0
0.0167

 ,

F12 = F21 =

 0 0 0 0
0.0011 0 0.0005 0

0 0 0 0
−0.0003 0 −0.0002 0


Table 3
Example 2: max. τ jM for ηjm = 0 (τ jM (RR) = Nj · MATI j + MADj , τ

j
M (TOD) =

MATI j + MADj).

N 2 4
τ 1M τ 2M τ 1M τ 2M

Theorem 1 (RR) 0.0209 0.0074 0.0202 0.0073
Theorem 1 (TOD) 0.01 0.0039 0.0029 0.001

Table 4
Example 2: max. MATI j forMADj = η

j
m = 0 (j = 1, 2).

N 2 4
MATI1 MATI2 MATI1 MATI2

Borgers and Heemels (2014) TOD both < 2 · 10−6 both < 1 ·10−6

Theorem 1 (RR) 0.0104 0.0037 0.005 0.0018
Theorem 1 (TOD) 0.01 0.0039 0.0029 0.001

Table 5
Example 2: max. MATI j forMADj = 0.005, ηjm = 0.

N 2 4
MATI1 MATI2 MATI1 MATI2

Theorem 1 (RR) 0.0079 0.0012 0.0038 0.00057
Theorem 1 (TOD) 0.095 – – –

K1 = [k11 k21 k31 k41] = [11 396 7196.2 573.96 1199.0] ,
K2 = [k12 k22 k32 k42] = [29 241 18 135 2875.3 3693.9] .

In the case of Nj = 2 we consider

C1j =


1 0 0 0
0 1 0 0


, C2j =


0 0 1 0
0 0 0 1


,

K1j = [k1j k2j], K2j = [k3j k4j], j = 1, 2.

In the case of Nj = 4, C1j, . . . , C4j are the rows of I4 and K1j, . . . , K4j
are the entries of Kj.

We analyze the exponential stability for ηjm = 0 by applying
LMI conditions of Theorem 1 with α = 0.015 and ε = 0.002
for the case where both pendulums are either under RR or under
TOD protocols (the resulting decay rate α0 is 0.013). Maximum
values of τ jM that preserve the stability are given in Table 3. Then
for MADj = 0 and MADj = 0.005 (MADj = 0.005 is larger than
max MATI j achieved in Borgers and Heemels (2014)) the resulting
maximum MATI j that preserve the stability are given in Tables 4
and 5 respectively.

It is seen that the presented method leads to essentially larger
values of maximum MATI j comparatively to Borgers and Heemels
(2014) and allows large values of MADj. Moreover, our method is
applicable in this examplewith amuch stronger coupling. Thus, for
F12 = F21 = 40 ·A12 by Theorem 1 the stability is preserved e.g. for
MATI j = MADj = 0.001(j = 1, 2) (either under RR or under TOD
protocols).

5. Conclusions

In this paper, a time-delay approach has been developed for
the decentralized exponential stabilization of large-scale NCSs
with local networks, where asynchronous variable sampling
intervals, large bounded variable communication delays and
RR/TOD scheduling protocols are taken into account. The presented
novel Lyapunov–Krasovskii method leads to LMI conditions for
the exponential stability of the closed-loop large-scale system.
Being applied to the example of two coupled pendulums with
local networks, our results are favorably compared to the existing
ones. The presented new techniquemaybeuseful for decentralized
control of microgrids with islanded generators. Future work may
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involve consideration of stochastic communication delays and
observer-based networked control. The presented approach may
be useful for asynchronous decentralized control in microgrids
(Vasquez et al., 2010).
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