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#### Abstract

The Lyapunov second method is developed for linear coupled systems of delay differential and functional equations. By conventional approaches such equations may be reduced to the neutral systems and the known results for the latter may be exploited. In the present paper we introduce a new approach by constructing a Lyapunov-Krasovskii functional that corresponds directly to the descriptor form of the system. Moreover, by representing a neutral system in the descriptor form we obtain new stability criteria for neutral systems which are less conservative than the existing results. Sufficient conditions for delay-dependent/delay-independent stability and for robustness of stability with respect to small delays are given in terms of linear matrix inequalities. Illustrative examples show the effectiveness of the method.
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## 1. Introduction

Delay differential-algebraic equations, which have both delay and algebraic constraints, often appear in various engineering systems, including aircraft stabilization, chemical engineering systems, lossless transition lines, etc. (see, e.g., $[3,13,15,18,25,29]$ and references therein). Depending on the area of application, these models are called singular or implicit or descriptor systems with delay. As

[^0]has been pointed out in [4,5], descriptor systems with delay may in fact be systems of advanced type. Being a more general class than neutral systems, descriptor systems may be destabilized by small delay in the feedback [22].

A particular case of such systems (the so-called lossless propagation models)

$$
\begin{equation*}
\dot{x}_{1}(t)=A x_{1}(t)+B x_{2}(t-h), \quad x_{2}(t)=C x_{1}(t)+D x_{2}(t-h) \tag{1}
\end{equation*}
$$

has been treated as a special class of neutral systems either by letting $x_{2}(t)=\dot{z}(t)$ [26] or by writing the second equation as $[16,25]$

$$
\begin{equation*}
\frac{d}{d t}\left[x_{2}(t)-C x_{1}(t)-D x_{2}(t-h)\right]=0 . \tag{2}
\end{equation*}
$$

Stability of a general neutral type descriptor equations with a single delay

$$
\begin{equation*}
E \dot{x}(t)+A x(t)+B \dot{x}(t-h)+C x(t-h)=0 \tag{3}
\end{equation*}
$$

and singular matrix $E$ has been studied in [29] by analyzing its characteristic equation

$$
\operatorname{det}[s E+A+(s B+C) \exp (-h s)]=0
$$

and finding frequency domain conditions which guarantee that all roots of the latter equation have negative real parts bounded away from 0 .

In the present paper we consider a descriptor system with multiple and distributed delays. We construct a Lyapunov-Krasovskii functional that corresponds directly to the descriptor system. We derive delay-independent and delay-dependent conditions in terms of linear matrix inequalities (LMIs). For information on the LMI approach to delay-independent and delay-dependent stability criteria for linear retarded and neutral type systems see [2,11,17,20,21,23,24,28]. Note that LMIs give only sufficient conditions, which are more conservative than those obtained by analysis of the characteristic equation. However, the method is better adapted for robust stability of systems with uncertainties (see, e.g., [20]) and for other control problems.

A Lyapunov-Krasovskii functional for descriptor system with delay was suggested (as a conjecture) in [10] on the basis of the traditional (for delaydependent stability) transformation of the delay system

$$
\dot{x}(t)=A x(t)+B x(t-h)
$$

in the form (see, e.g., [15, p. 156])

$$
\dot{x}(t)=(A+B) x(t)-B \int_{-h}^{0} A x(t-h+s) d s
$$

The conservatism of conditions based on this transformation is twofold: the transformed system is not equivalent to the original one having a double distributed delay (see [8]) and bounds should be obtained (completion of the squares) for certain terms.

Recently, for linear differential systems a new Lyapunov-Krasovskii functional has been introduced in [11]. It is based on equivalent augmented model-a "descriptor form" representation of the system and it leads to less conservative conditions. In the present paper we adopt this approach to descriptor systems with delay. We develop the second method of Lyapunov for descriptor equations with delay. By defining appropriate descriptor Lyapunov-Krasovskii functionals we derive stability conditions in terms of LMIs.

Notations. Let $R^{n}$ be Euclidean space with vector norm $|\cdot|, C_{n}[a, b]$ be the space of continuous functions $\phi:[a, b] \rightarrow R^{n}$ with the supremum norm $|\cdot|$, and $L_{2}[a, b]$ be the space of square integrable functions. Denote by $x_{t}(\theta)=x(t+\theta)(\theta \in$ [ $-h, 0]$ ). The notation $P>0$ for $(n \times n)$-matrix $P$ means that $P$ is symmetric and positive definite. Symmetric terms in symmetric matrices are denoted by $*$; e.g.,

$$
\left[\begin{array}{cc}
A & B \\
* & C
\end{array}\right]=\left[\begin{array}{cc}
A & B \\
B^{T} & C
\end{array}\right]
$$

## 2. A class of descriptor system with delay. Existence and uniqueness of solution

### 2.1. Preliminaries on descriptor systems

Consider a linear autonomous system without delay:

$$
\begin{equation*}
E \dot{x}(t)=A_{0} x(t) \tag{4}
\end{equation*}
$$

where $x(t) \in R^{n}, E$ and $A_{0}$ are $n \times n$ matrices, $\operatorname{rank} E=n_{1}<n$. We assume that (4) is regular, i.e., the characteristic polynomial $\operatorname{det}\left(s E-A_{0}\right)$ does not vanish identically in $s$. It is well known that descriptor system may have impulsive solutions. The existence of the latter solutions is usually studied in terms of the Weierstrass canonical form and the index of the system which are defined as follows [6,7,22]: there exist nonsingular matrices $P, Q \in R^{n \times n}$ such that

$$
Q E P=\left[\begin{array}{cc}
I_{n_{1}} & 0  \tag{5}\\
0 & N
\end{array}\right], \quad Q A_{0} P=\left[\begin{array}{cc}
J & 0 \\
0 & I_{n_{2}}
\end{array}\right]
$$

and (4) for the new variable $y=\operatorname{col}\left\{y_{1}, y_{2}\right\}=P^{-1} x$ has the canonical form

$$
\begin{equation*}
\dot{y}_{1}(t)=J y_{1}(t), \quad N \dot{y}_{2}(t)=y_{2}(t) \tag{6}
\end{equation*}
$$

where $n_{1}+n_{2}=n, N \in R^{n_{2} \times n_{2}}$ and $J \in R^{n_{1} \times n_{1}}$ are in Jordan form. The matrix $N$ is nilpotent of index $v$, i.e., $N^{v}=0, N^{v-1} \neq 0$. The index of (4) is the index of nilpotency $v$ of $N$.

It is well known that (6) admits impulsive solutions iff $v>1$ :

$$
y_{1}(t)=e^{J t} y_{1}(0), \quad y_{2}(t)=-\sum_{i=0}^{v-2} \delta^{i}(t) N^{i+1} y_{2}\left(0^{-}\right),
$$

where $\delta$ is the Dirac delta-function and superscript $i$ denotes the $i$ th distributional derivative.

In the case of system with delay

$$
\begin{equation*}
E \dot{x}(t)=A_{0} x(t)+A_{1} x(t-h) \tag{7}
\end{equation*}
$$

for $P$ and $Q$ as above and $y=P^{-1} x$ we obtain the following canonical form:

$$
\begin{align*}
& \dot{y}_{1}(t)=J y_{1}(t)+C_{1} y_{1}(t-h)+C_{2} y_{2}(t-h), \\
& N \dot{y}_{2}(t)=y_{2}(t)+C_{3} y_{1}(t-h)+C_{4} y_{2}(t-h), \tag{8}
\end{align*}
$$

where

$$
Q A_{1} P=\left[\begin{array}{ll}
C_{1} & C_{2} \\
C_{3} & C_{4}
\end{array}\right]
$$

By the index of descriptor system with delay (7) we mean the index of the corresponding descriptor system without delay (4).

As in the case without delay (8) admits impulsive solutions for $v>1$. Thus for $t \in[0, h)$ we obtain

$$
\begin{aligned}
& y_{1}(t)=e^{J t} y_{1}(0)+\int_{0}^{t} e^{J(t-s)}\left[C_{1} y_{1}(s-h)+C_{2} y_{2}(s-h)\right] d s \\
& y_{2}(t)=-\sum_{i=0}^{v-2} \delta^{i}(t) N^{i+1} y_{2}\left(0^{-}\right)-\sum_{i=0}^{v-1} N^{i}\left[C_{3} y_{1}^{(i)}(t-h)+C_{4} y_{2}^{(i)}(t-h)\right] .
\end{aligned}
$$

That is why for stability analysis we restrict ourselves to descriptor systems of index one.

### 2.2. Descriptor systems with delay

In the present paper we analyze the stability of the following system:

$$
\begin{equation*}
E \dot{x}(t)=\sum_{i=0}^{m} A_{i} x\left(t-h_{i}\right)+\int_{-h}^{0} B(s) x(t+s) d s \tag{9}
\end{equation*}
$$

where $x(t)=\operatorname{col}\left\{x_{1}(t), x_{2}(t)\right\}, x_{1}(t) \in \mathcal{R}^{n_{1}}, x_{2}(t) \in \mathcal{R}^{n_{2}}, h_{0}=0, h_{i}>0, h>0$, $i=1, \ldots, m, E$ and $A_{i}$ are constant $\left(n_{1}+n_{2}\right) \times\left(n_{1}+n_{2}\right)$-matrices, $B(s)$ is
a piecewise-continuous and uniformly bounded $\left(n_{1}+n_{2}\right) \times\left(n_{1}+n_{2}\right)$-matrixfunction. Denote $n \triangleq n_{1}+n_{2}$. We assume that the matrices in (9) have the following structure:

$$
\begin{align*}
E & =\left[\begin{array}{cc}
I_{n_{1}} & 0 \\
0 & 0
\end{array}\right], \\
A_{i} & =\left[\begin{array}{ll}
A_{i 1} & A_{i 2} \\
A_{i 3} & A_{i 4}
\end{array}\right], \quad i=0, \ldots, m, \quad \operatorname{det} A_{04} \neq 0, \\
B & =\left[\begin{array}{ll}
B_{1} & B_{2} \\
B_{3} & B_{4}
\end{array}\right] . \tag{10}
\end{align*}
$$

If (4) has index one then (9) can be put in the form of (9) and (10) (e.g., as described in Section 2.1).

Note that (9) and (10) includes a class of neutral descriptor system

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{x}_{1}(t)-\sum_{i=1}^{m} D_{i} \dot{x}_{1}\left(t-h_{i}\right) \\
0
\end{array}\right]} \\
& \quad=\sum_{i=0}^{m} A_{i} x\left(t-h_{i}\right)+\int_{-h}^{0} B(s) x(t+s) d s \tag{11}
\end{align*}
$$

where $E$ and $A_{0}$ are given by (10). Really, considering an augmented system

$$
\begin{align*}
& \dot{x}_{1}(t)=y \\
& {\left[\begin{array}{c}
y(t)-\sum_{i=1}^{m} D_{i} y\left(t-h_{i}\right) \\
0
\end{array}\right]} \\
& \quad=\sum_{i=0}^{m} A_{i} x\left(t-h_{i}\right)+\int_{-h}^{0} B(s) x(t+s) d s \tag{12}
\end{align*}
$$

we obtain a particular case of (9) and (10).
System (9) is the system of functional differential equations:

$$
\begin{align*}
& \dot{x}_{1}(t)=\sum_{j=1}^{2} \sum_{i=0}^{m} A_{i j} x_{j}\left(t-h_{i}\right)+\sum_{j=1}^{2} \int_{-h}^{0} B_{j} x_{j}(t+s) d s  \tag{13a}\\
& 0=\sum_{j=1}^{2} \sum_{i=0}^{m} A_{i, j+2} x_{j}\left(t-h_{i}\right)+\sum_{j=1}^{2} \int_{-h}^{0} B_{j+2} x_{j}(t+s) d s \tag{13b}
\end{align*}
$$

Consider the following initial conditions for (9):

$$
\begin{equation*}
x_{1}(t)=\phi_{1}(t), \quad x_{2}(t)=\phi_{2}(t), \quad t \in[-h, 0] . \tag{14}
\end{equation*}
$$

Substituting initial function $\phi=\operatorname{col}\left\{\phi_{1}, \phi_{2}\right\}$ into the second (functional) equation of (13) we have

$$
\begin{equation*}
\sum_{j=1}^{2} \sum_{i=0}^{m} A_{i, j+2} \phi_{j}\left(-h_{i}\right)+\sum_{j=1}^{2} \int_{-h}^{0} B_{j+2} \phi_{j}(s) d s=0 \tag{15}
\end{equation*}
$$

Proposition 1. For any continuous $\phi=\operatorname{col}\left\{\phi_{1}, \phi_{2}\right\}$ that satisfies (15) there exists a unique function $x(t)$ defined and continuous on $[-h, \infty)$ that satisfies system (9) on $[0, \infty)$ and initial conditions (14).

Proof. Differentiating the second equation of (13) with respect to $t$ and taking into account that $x_{1}(t)$ is differentiable we obtain the neutral type system (13a) and

$$
\begin{align*}
& \frac{d}{d t}\left[A_{04} x_{2}(t)+\sum_{j=1}^{2} \sum_{i=1}^{m} A_{i, j+2} x_{j}\left(t-h_{i}\right)+\sum_{j=1}^{2} \int_{-h}^{0} B_{j+2} x_{j}(t+s) d s\right] \\
& \quad+A_{03}\left[\sum_{j=1}^{2} \sum_{i=0}^{m} A_{i j} x_{j}\left(t-h_{i}\right)+\sum_{j=1}^{2} \int_{-h}^{0} B_{j} x_{j}(t+s) d s\right]=0 \tag{16}
\end{align*}
$$

The latter system has a unique continuous on $[-h, \infty)$ solution satisfying initial conditions (14) [15]. If additionally (15) holds, then this solution is a unique solution of (13), (14).

## 3. Second Lyapunov method for descriptor systems with delay

We define stability of the trivial solution of (9) similarly to stability in the case of non-descriptor system with delay $[9,15,18]$ :

Definition 1. The trivial solution of (9) is said to be stable if for any $\varepsilon>0$ there exists a $\delta(\varepsilon)$ such that for all continuous $\phi=\operatorname{col}\left\{\phi_{1}, \phi_{2}\right\}$, with $\phi$ satisfying (15) and $|\phi|<\delta$, the solution to (9), (14) $x(\phi)(t)$ satisfies inequality $|x(\phi)(t)|<\varepsilon$ for all $t \geqslant 0$. The trivial solution of (9) is said to be asymptotically stable if it is stable and furthermore

$$
\lim _{t \rightarrow \infty} x(\phi)(t)=0
$$

In the latter case the system (9) is said to be asymptotically stable.

Consider the operator $\mathcal{D}: C_{n_{2}}[-h, 0] \rightarrow R^{n_{2}}$ :

$$
\mathcal{D}\left(x_{2 t}\right)=x_{2}(t)+\sum_{i=1}^{m} A_{04}^{-1} A_{i 4} x_{2}\left(t-h_{i}\right)+\int_{-h}^{0} A_{04}^{-1} B_{4}(s) x_{2}(t+s) d s
$$

We assume:
(A1) The operator $\mathcal{D}$ is stable (i.e., equation $\mathcal{D} x_{2 t}=0$ is asymptotically stable).
Sufficient condition for (A1) is given by
(A1') Let

$$
\sum_{i=1}^{m}\left|A_{04}^{-1} A_{i 4}\right|+\int_{-h}^{0}\left|A_{04}^{-1} B_{4}(s)\right| d s<1
$$

For a continuous functional $V: C_{n}[-h, 0] \rightarrow R$ define

$$
\dot{V}(\phi)=\lim \sup _{h \rightarrow 0^{+}} \frac{1}{h}\left[V\left(x_{t+h}(t, \phi)\right)-V(\phi)\right]
$$

where $x_{t}\left(t_{0}, \phi\right)$ is a solution to (9) such that $x_{t_{0}}=\phi$.

Lemma 1. Under (A1), if there exist positive numbers $\alpha, \beta, \gamma$ and a continuous functional $V: C_{n}[-h, 0] \rightarrow R$ such that

$$
\begin{align*}
& \beta\left|\phi_{1}(0)\right|^{2} \leqslant V(\phi) \leqslant \gamma|\phi|^{2},  \tag{17a}\\
& \dot{V}(\phi) \leqslant-\alpha|\phi(0)|^{2}, \tag{17b}
\end{align*}
$$

and the function $\bar{V}(t)=V\left(x_{t}\right)$ is absolutely continuous for $x_{t}$ satisfying (9), then (9) is asymptotically stable.

Proof. Integrating (17b), where $\phi=x_{s}$, with respect to $s$ from 0 to $t$ we have

$$
\begin{equation*}
V\left(x_{t}\right)-V(\phi) \leqslant-\alpha \int_{0}^{t}|x(s)|^{2} d s \tag{18}
\end{equation*}
$$

From (17a) and (18) it follows that

$$
\begin{equation*}
\beta\left|x_{1}(t)\right|^{2} \leqslant V\left(x_{t}\right) \leqslant V(\phi) \leqslant \gamma|\phi|^{2} . \tag{19}
\end{equation*}
$$

Hence, $x_{1}$ is bounded and small for small $|\phi|$. From (13b) we find that $x_{2}(t)$ is a solution of

$$
\begin{align*}
& \mathcal{D} x_{2 t}=h(t), \\
& h(t)=-\sum_{i=0}^{m} A_{04}^{-1} A_{i 3} x_{1}\left(t-h_{i}\right)-\int_{-h}^{0} A_{04}^{-1} B_{3}(s) x_{1}(t+s) d s, \tag{20}
\end{align*}
$$

where $h(t)$ is bounded and small for small $|\phi|$. Then under (A1) by Theorem 3.5 [15, p. 275] $x_{2}(t)$ is bounded and small for small $|\phi|$. Hence, (9) is stable.

To prove asymptotic stability we use Barbalat's lemma [1,12]. We note that the right-hand side of (13a) and thus $\dot{x}_{1}$ are bounded. Hence, $x_{1}(t)$ is uniformly continuous on $[0, \infty)$. Moreover, $x_{2}(t)$ is a bounded solution of (20), where $h(t)$ is uniformly continuous and bounded. Then under (A1) by Lemma 7.1 [15, p. 291] $x_{2}(t)$ is uniformly continuous on $[0, \infty)$. From (18) it follows that $x(t) \in L_{2}[0, \infty)$. Therefore by Barbalat's lemma $x(t) \rightarrow 0$ for $t \rightarrow \infty$.

## 4. Delay-independent with respect to discrete delays stability

### 4.1. Main results

The descriptor type Lyapunov-Krasovskii functional for the system (9) has the following form:

$$
\begin{equation*}
V\left(x_{t}\right)=x^{T}(t) E P x(t)+V_{1}+V_{2} \tag{21}
\end{equation*}
$$

where

$$
\begin{align*}
& P=\left[\begin{array}{ll}
P_{1} & 0 \\
P_{2} & P_{3}
\end{array}\right], \quad P_{1}=P_{1}^{T}>0,  \tag{22}\\
& V_{1}=\sum_{i=1}^{m} \int_{t-h_{i}}^{t} x^{T}(s) Q_{i} x(s) d s, \quad Q_{i}>0, \tag{23}
\end{align*}
$$

and

$$
\begin{equation*}
V_{2}=\int_{-h}^{0} \int_{t+\theta}^{t} x^{T}(s) B^{T}(\theta) R B(\theta) x(s) d s d \theta, \quad R>0 \tag{24}
\end{equation*}
$$

The first term of (21) corresponds to the descriptor system (see, e.g., [27]), $V_{1}$ corresponds to the delay-independent stability with respect to the discrete delays and $V_{2}$ to delay-dependent stability with respect to the distributed delays (see [17, 19]). The functional (21) is degenerate (i.e., nonpositive definite) as it is usual for descriptor systems.

We obtain the following:

Theorem 1. Under (A1'), (9) is asymptotically stable if there exist $(n \times n)$-matrix $P$ of (22), with $\left(n_{1} \times n_{1}\right)$-matrix $P_{1}$ and $\left(n_{2} \times n_{2}\right)$-matrix $P_{3}$, and $(n \times n)$ matrices $Q_{i}=Q_{i}^{T}, i=1, \ldots, m, R=R^{T}$ that satisfy the following LMI:

$$
\left[\begin{array}{ccccc}
P^{T} A_{0}+A_{0}^{T} P+\sum_{i=1}^{m} Q_{i} & & & &  \tag{25}\\
+\int_{-h}^{0} B^{T}(s) R B(s) d s & P^{T} A_{1} & \ldots & P^{T} A_{m} & h P^{T} \\
* & -Q_{1} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & * & -Q_{m} & 0 \\
* & * & * & * & -h R
\end{array}\right]<0 .
$$

Proof. Note that $x^{T} E P x=x_{1}^{T} P_{1} x_{1}$ and, hence,

$$
\frac{d}{d t}\left[x^{T}(t) E P x(t)\right]=2 x_{1}^{T}(t) P_{1} \dot{x}_{1}(t)=2 x^{T}(t) P^{T}\left[\begin{array}{c}
\dot{x}_{1}(t)  \tag{26}\\
0
\end{array}\right] .
$$

Differentiating (21) in $t$ and substituting (9) in (26) we obtain

$$
\begin{align*}
\dot{V}\left(x_{t}\right)= & \xi^{T}\left[\begin{array}{cccc}
P^{T} A_{0}+A_{0}^{T} P+\sum_{i=1}^{m} Q_{i} \\
+\int_{-h}^{0} B^{T}(s) R B(s) d s & P^{T} A_{1} & \ldots & P^{T} A_{m} \\
* & -Q_{1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
* & * & * & -Q_{m}
\end{array}\right] \xi \\
& +\eta(t)-\int_{-h}^{0} x^{T}(t+\theta) B^{T}(\theta) R B(\theta) x(t+\theta) d \theta, \tag{27}
\end{align*}
$$

where $\xi \triangleq \operatorname{col}\left\{x(t), x\left(t-h_{1}\right), \ldots, x\left(t-h_{m}\right)\right\}$,

$$
\begin{equation*}
\eta(t) \triangleq-2 \int_{t-h}^{t} x^{T}(t) P^{T} B(s) x(t+s) d s \tag{28}
\end{equation*}
$$

For any $(n \times n)$-matrices $R>0$

$$
\begin{equation*}
\eta(t) \leqslant h x^{T} P^{T} R^{-1} P x+\int_{t-h}^{t} x^{T}(t+s) B^{T}(s) R B(s) x(t+s) d s \tag{29}
\end{equation*}
$$

Equations (27) and (29) yield (by Schur complements) that $\dot{V}<0$ if (25) holds. Therefore functional $V$ satisfies (17) and by Lemma 1 system (9) is asymptotically stable.

### 4.2. LMI condition for delay-independent stability of the difference operator

LMI (25) yields the following inequality:

$$
\left[\begin{array}{cccc}
A_{04}^{T} P_{3}+P_{3}^{T} A_{04}+\sum_{i=1}^{m} Q_{i 4} & P_{3}^{T} A_{14} & \ldots & P_{3}^{T} A_{m 4}  \tag{30}\\
* & -Q_{14} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \ldots & -Q_{m 4}
\end{array}\right]<0
$$

where $Q_{i 4}$ is a $(2,2)$ block of $Q_{i}$. If there exists a solution to $(25)$, then there exists a solution to (30). We shall show that (30) guarantees delay-independent stability of $\mathcal{D}$ with $B_{4}=0$, which is equivalent to the following condition (see [15, p. 286, Theorem 6.1]):
(A1") If $\sigma(B)$ is the spectral radius of matrix $B$, then $\sigma_{0}<1$ where

$$
\begin{equation*}
\sigma_{0} \triangleq \sup \left\{\sigma\left(\sum_{k=1}^{m} A_{04}^{-1} A_{k 4} e^{i \theta_{k}}\right): \theta_{k} \in[0,2 \pi], k=1, \ldots, m\right\} . \tag{31}
\end{equation*}
$$

Lemma 2. If there exist $\left(n_{2} \times n_{2}\right)$-matrices $P_{3}, Q_{14}, \ldots, Q_{m 4}$ that satisfy (30), then $A_{04}$ is nonsingular and
(i) $\left(\mathrm{Al}^{\prime \prime}\right)$ holds;
(ii) the difference operator

$$
\mathcal{D}\left(x_{2 t}\right)=x_{2}(t)+\sum_{i=1}^{m} A_{04}^{-1} A_{i 4} x_{2}\left(t-h_{i}\right)
$$

is stable for all $h_{i}>0$;
(iii) under additional assumption that $P_{3}>0$, the "fast system"

$$
\begin{equation*}
\dot{x}_{2}(t)=A_{04} x_{2}(t)+\sum_{i=1}^{m} A_{i 4} x_{2}\left(t-h_{i}\right) \tag{32}
\end{equation*}
$$

is asymptotically stable for all $h_{i}>0$.

Proof. (iii) is well known (see, e.g., [17]) and (ii) is equivalent to (i). To prove (i) note that

$$
f\left(\theta_{1}, \ldots, \theta_{m}\right) \triangleq \sigma\left(\sum_{k=1}^{m} A_{04}^{-1} A_{k 4} e^{i \theta_{k}}\right)
$$

is a continuous function on the compact set $[0,2 \pi] \times \cdots \times[0,2 \pi]$ and thus it achieves it maximum value on this set. Therefore it is sufficient to prove that

$$
f\left(\theta_{1}, \ldots, \theta_{m}\right)<1 \quad \forall \theta_{1}, \ldots, \theta_{m} \in[0,2 \pi] \times \cdots \times[0,2 \pi] .
$$

By Schur complements (30) implies

$$
\begin{equation*}
P_{3}^{T} A_{04}+A_{04}^{T} P_{3}+\sum_{k=1}^{m}\left(Q_{k 4}+P_{3}^{T} A_{k 4} Q_{k 4}^{-1} A_{k 4}^{T} P_{3}\right)<0 \tag{33}
\end{equation*}
$$

Since $Q_{14}, \ldots, Q_{m 4}$ must be positive definite, it follows from (33) that $A_{04}$ is nonsingular. Multiplying (33) by $y \in \mathcal{R}^{n}$ from the right and by $y^{T}$ from the left we have

$$
-2\left|y^{T} A_{04}^{T} P_{3} y\right|+\sum_{k=1}^{m}\left[\left|Q_{k 4}^{1 / 2} y\right|^{2}+\left|Q_{k 4}^{-1 / 2} A_{k 4}^{T} A_{04}^{-T} A_{04}^{T} P_{3} y\right|^{2}\right]<0
$$

where $A_{04}^{-T}=\left(A_{04}^{-1}\right)^{T}$. Since

$$
\left|Q_{k 4}^{1 / 2} y\right|^{2}+\left|Q_{k 4}^{-1 / 2} A_{k 4}^{T} A_{04}^{-T} A_{04}^{T} P_{3} y\right|^{2} \geqslant 2\left|y^{T} A_{k 4}^{T} A_{04}^{-T} A_{04}^{T} P_{3} y\right|
$$

we obtain from the previous inequality that

$$
-\left|y^{T} A_{04}^{T} P_{3} y\right|+\sum_{k=1}^{m}\left|y^{T} A_{k 4}^{T} A_{04}^{-T} A_{04}^{T} P_{3} y\right|<0
$$

Choose $y$ to be an eigenvector of $\left(\sum_{k=1}^{m} A_{04}^{-1} A_{k 4} e^{i \theta_{k}}\right), \theta_{k} \in[0,2 \pi]$, that corresponds to the eigenvalue $\lambda$. From the latter inequality and the inequality

$$
\sum_{k=1}^{m}\left|y^{T} A_{k 4}^{T} A_{04}^{-T} A_{04}^{T} P_{3} y\right| \geqslant\left|y^{T}\left(\sum_{k=1}^{m} A_{k 4}^{T} A_{04}^{-T} e^{i \theta_{k}}\right) A_{04}^{T} P_{3} y\right|
$$

we conclude that

$$
-\left|y^{T} A_{04}^{T} P_{3} y\right|+|\lambda|\left|y^{T} A_{04}^{T} P_{3} y\right|<0
$$

and thus $|\lambda|<1$. Hence, $f\left(\theta_{1}, \ldots, \theta_{m}\right)<1 \forall \theta_{1}, \ldots, \theta_{m} \in[0,2 \pi] \times \cdots \times$ $[0,2 \pi]$.

Remark 1. From Lemma 2 it follows that in the case of $B_{4}=0$, Theorem 1 holds without assumption ( $\mathrm{Al}^{\prime}$ ).

Remark 2. In the scalar case delay-independent stability of the fast system implies that $\sum_{i=1}^{m}\left|A_{04}^{-1} A_{i 4}\right| \leqslant 1$ [14]. From Lemma 2 it follows that (30) implies ( $\mathrm{A1}^{\prime \prime}$ ) and thus $\sum_{i=1}^{m}\left|A_{04}^{-1} A_{i 4}\right|<1$.

### 4.3. A special form of term with distributed delay

Consider (9) with a special form of term with distributed delay,

$$
\begin{equation*}
\int_{-h}^{0} B(s) x(t+s) d s=\sum_{i=1}^{m} h_{i} B_{i} \int_{-h_{i}}^{0} x(t+s) d s \tag{34}
\end{equation*}
$$

i.e., a system of the form

$$
\begin{equation*}
E \dot{x}(t)=\sum_{i=0}^{m} A_{i} x\left(t-h_{i}\right)+\sum_{i=1}^{m} h_{i} B_{i} \int_{-h_{i}}^{0} x(t+s) d s \tag{35}
\end{equation*}
$$

where $B_{i}$ are constant matrices. Lyapunov-Krasovskii functional for (35) has a form of (21), where $P$ and $V_{1}$ are given by (22) and (23), while $V_{2}$ is defined by

$$
V_{2}=\sum_{i=1}^{m} \int_{-h_{i}}^{0} \int_{t+\theta}^{t} x^{T}(s) R_{i} x(s) d s d \theta, \quad R_{i}>0
$$

Assumption ( $\mathrm{Al}^{\prime}$ ) for this case has the following form:
( $\overline{\mathrm{A}} 1$ ) Let

$$
\sum_{i=1}^{m}\left[\left|A_{i 4}\right|+h_{i}\left|B_{i 4}\right|\right]<1
$$

We obtain the following result:
Theorem 2. Under ( $\overline{\mathrm{A}} 1$ ), (35) is stable if there exist $(n \times n)$-matrix $P$ of (22), with $\left(n_{1} \times n_{1}\right)$-matrix $P_{1}$ and $\left(n_{2} \times n_{2}\right)$-matrix $P_{3}$, and $(n \times n)$-matrices $R_{i}=R_{i}^{T}$, $Q_{i}=Q_{i}^{T}, i=1, \ldots, m$, that satisfy the following LMI:

$$
\left[\begin{array}{ccccccc}
P^{T} A_{0}+A_{0}^{T} P+\sum_{i=1}^{m} Q_{i} & & & & & & \\
+\sum_{i=1}^{m} h_{i} R_{i} & P^{T} A_{1} & \ldots & P^{T} A_{m} & h_{1} P^{T} B_{1} & \ldots & h_{m} P^{T} B_{m}  \tag{36}\\
* & -Q_{1} & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & -Q_{m} & 0 & \ldots & 0 \\
* & * & * & * & -h_{1} R_{1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & * & \ldots & -h_{m} R_{m}
\end{array}\right]
$$

Proof is similar to that of Theorem 1, where in the second line of (27) we obtain

$$
\eta-\sum_{i=1}^{m} \int_{-h_{i}}^{0} x^{T}(t+\theta) R_{i} x(t+\theta) d t
$$

and

$$
\eta=\sum_{i=1}^{m} 2 \int_{-h_{i}}^{0} x^{T}(s) P^{T} B_{i} x(t+s) d s
$$

$$
\leqslant \sum_{i=1}^{m}\left[h_{i} x^{T}(t) P^{T} B_{i} R_{i}^{-1} B_{i}^{T} x(t)+\int_{-h_{i}}^{0} x^{T}(t+s) R_{i} x(t+s) d s\right] .
$$

From Lemma 2 it follows that in the case of $B_{i 4}=0, i=1, \ldots, m$, Theorem 2 holds without assumption ( $\overline{\mathrm{A}} 1$ ).

### 4.4. The case of neutral type descriptor systems

For system (11) we consider a continuous initial function $\phi=\operatorname{col}\left\{\phi_{1}, \phi_{2}\right\}$ with continuously differentiable $\phi_{1}$. Stability of (11) is defined similar to Definition 1 with the only difference that $\dot{\phi}_{1} \in C_{n_{1}}[-h, 0]$ and instead of $|\phi|<\delta$ we have $|\phi|+\left|\dot{\phi}_{1}\right|<\delta$. By representing (11) in two different retarded type descriptor forms we obtain two different criteria.

First we put (11) in the retarded type descriptor form (12) that we rewrite as

$$
\begin{equation*}
\bar{E} \dot{\bar{x}}(t)=\sum_{i=0}^{m} \bar{A}_{i} \bar{x}\left(t-h_{i}\right)+\int_{-h_{i}}^{0} \bar{B}(s) \bar{x}(t+s) d s \tag{37}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{x}=\left[\begin{array}{c}
x_{1} \\
y \\
x_{2}
\end{array}\right], \quad \bar{E}=\left[\begin{array}{ccc}
I_{n_{1}} & 0 & 0 \\
0 & 0_{n_{1}} & 0 \\
0 & 0 & 0_{n_{2}}
\end{array}\right], \\
& \bar{A}_{0}=\left[\begin{array}{ccc}
0 & I & 0 \\
A_{01} & -I_{n_{1}} & A_{02} \\
A_{03} & 0 & A_{04}
\end{array}\right], \\
& \bar{A}_{i}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
A_{i 1} & D_{i} & A_{i 2} \\
A_{i 3} & 0 & A_{i 4}
\end{array}\right], \quad i=1, \ldots, m \\
& \bar{B}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
B_{1} & 0 & B_{2} \\
B_{3} & 0 & B_{4}
\end{array}\right] . \tag{38}
\end{align*}
$$

Operator $\overline{\mathcal{D}}$ for (37) has a "triangular" form:

$$
\overline{\mathcal{D}}\left(y_{t}, x_{2 t}\right)=\left[\begin{array}{c}
y(t)-\sum_{i=1}^{m} D_{i} y\left(t-h_{i}\right)-\sum_{i=1}^{m} A_{i 2} x_{2}\left(t-h_{i}\right) \\
-\int_{i=1}^{m} B_{2}(s) x_{2}(t+s) d s \\
x_{2}(t)+\sum_{i=1}^{m} A_{04}^{-1} A_{i 4} x_{2}\left(t-h_{i}\right) \\
\quad+\int_{-h}^{0} A_{04}^{-1} B_{4}(s) x_{2}(t+s) d s
\end{array}\right]
$$

To guarantee stability of $\overline{\mathcal{D}}$ independently with respect to $h_{1}, \ldots, h_{m}$ we assume ( $\mathrm{A} 1^{\prime}$ ) ( $\left(\mathrm{A} 1^{\prime \prime}\right)$ for the case of $\left.B_{4}=0\right)$ and
(A2) Let the difference operator $\mathcal{D}_{0} y_{t}=y(t)-\sum_{i=1}^{m} D_{i} y\left(t-h_{i}\right)$ be stable for all $h_{i}>0$.

Due to Lemma 2 (A2) holds if there exist $\left(n_{1} \times n_{1}\right)$ functions $P_{0}, U_{1}, \ldots, U_{m}$ that satisfy the following LMI:

$$
\left[\begin{array}{cccc}
-P_{0}-P_{0}^{T}+\sum_{i=1}^{m} U_{i} & P_{0}^{T} D_{1} & \ldots & P_{0}^{T} D_{m}  \tag{39}\\
* & -U_{1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \ldots & -U_{m}
\end{array}\right]<0
$$

Under (A1') and (A2) a counterpart of Lemma 1 for (37) holds true and Theorem 1 implies the following result:

Corollary 1. Under ( $\mathrm{A}^{\prime}$ ) ( $\left(\mathrm{A}^{\prime \prime}\right)$ for the case of $\left.B_{4}=0\right)$ and $(\mathrm{A} 2),(11)$ is asymptotically stable if there exist a matrix $P$ of (22), with $\left(n_{1} \times n_{1}\right)$-matrix $P_{1}$ and $(n \times n)$-matrix $P_{3}$, and $\left(n_{1}+n\right) \times\left(n_{1}+n\right)$-matrices $R=R^{T}, Q_{i}=Q_{i}^{T}$, $i=1, \ldots, m$, that satisfy the following LMI:

$$
\left[\begin{array}{ccccc}
P^{T} \bar{A}_{0}+\bar{A}_{0}^{T} \bar{P}+\sum_{i=1}^{m} Q_{i} & & & &  \tag{40}\\
+\int_{-h}^{0} \bar{B}^{T}(s) R \bar{B}(s) d s & P^{T} \bar{A}_{1} & \ldots & P^{T} \bar{A}_{m} & h P^{T} \\
* & -Q_{1} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & * & -Q_{m} & 0 \\
* & * & * & * & -h R
\end{array}\right]<0
$$

In the case of (34), (37) has the form

$$
\begin{equation*}
\bar{E} \dot{\bar{x}}(t)=\sum_{i=0}^{m} \bar{A}_{i} \bar{x}\left(t-h_{i}\right)+\sum_{i=1}^{m} h_{i} \bar{B}_{i} \int_{-h_{i}}^{0} \bar{x}(t+s) d s \tag{41}
\end{equation*}
$$

where $\bar{E}, \bar{x}$ and $\bar{A}_{i}$ are defined as above and

$$
\bar{B}_{i}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
B_{i 1} & 0 & B_{i 2} \\
B_{i 3} & 0 & B_{i 4}
\end{array}\right]
$$

From Theorem 2 the following result follows:
Corollary 2. Under ( $\overline{\mathrm{A}} 1)\left(\left(\mathrm{A} 1^{\prime \prime}\right)\right.$ for the case of $\left.B_{4 i}=0\right)$ and $(\mathrm{A} 2)$, (11) with (34) is asymptotically stable if there exist a matrix $P$ of (22), with $\left(n_{1} \times n_{1}\right)$-matrix $P_{1}$ and $(n \times n)$-matrix $P_{3}$, and $\left(n_{1}+n\right) \times\left(n_{1}+n\right)$-matrices $R_{i}=R_{i}^{T}, Q_{i}=Q_{i}^{T}$, $i=1, \ldots, m$, that satisfy the following LMI:

$$
\left[\begin{array}{ccccccc}
P^{T} \bar{A}_{0}+\bar{A}_{0}^{T} \bar{P}+\sum_{i=1}^{m} Q_{i} & & & & & & \\
+\sum_{i=1}^{m} h_{i} R_{i} & P^{T} \bar{A}_{1} & \ldots & P^{T} \bar{A}_{m} & h_{1} P^{T} \bar{B}_{1} & \ldots & h_{m} P^{T} \bar{B}_{m}  \tag{42}\\
* & -Q_{1} & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & -Q_{m} & 0 & \ldots & 0 \\
* & * & * & * & -h_{1} R_{1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
* & * & * & * & * & \ldots & -h_{m} R_{m}
\end{array}\right]
$$

The second representation of neutral system (11) is obtained by introducing a new variable $y=x_{1}-\sum_{i=1}^{m} D_{i} x_{1}\left(t-h_{i}\right)$ and it has a form (37) (or (41) for $B$ of (34)), where

$$
\begin{align*}
& \bar{x}=\left[\begin{array}{c}
y \\
x_{1} \\
x_{2}
\end{array}\right], \quad \bar{E}=\left[\begin{array}{ccc}
I_{n_{1}} & 0 & 0 \\
0 & 0_{n_{1}} & 0 \\
0 & 0 & 0_{n_{2}}
\end{array}\right], \\
& \bar{A}_{0}=\left[\begin{array}{ccc}
0 & A_{01} & A_{02} \\
I_{n_{1}} & -I_{n_{1}} & 0 \\
0 & A_{03} & A_{04}
\end{array}\right], \\
& \bar{A}_{i}=\left[\begin{array}{ccc}
0 & A_{i 1} & A_{i 2} \\
0 & D_{i} & 0 \\
0 & A_{i 3} & A_{i 4}
\end{array}\right], \quad i=1, \ldots, m, \\
& \bar{B}=\left[\begin{array}{ccc}
0 & B_{1} & B_{2} \\
0 & 0 & 0 \\
0 & B_{3} & B_{4}
\end{array}\right], \quad \bar{B}_{i}=\left[\begin{array}{ccc}
0 & B_{i 1} & B_{i 2} \\
0 & 0 & 0 \\
0 & B_{i 3} & B_{i 4}
\end{array}\right] . \tag{43}
\end{align*}
$$

Corollaries 1 and 2 hold also with matrices given by (43), i.e., for the second representation.

Remark 3. The case of non-descriptor system (11), where $n_{2}=0$, with a special distributed delay term (34) has been considered in [11] by applying the first descriptor form representation. For this case results of Corollary 2 coincide with results of [11].

The two different descriptor representations of neutral systems may lead to complementary results: for some systems conditions of Corollary 1 (or 2) for one of representations hold and for another do not. We illustrate this by two examples of non-descriptor neutral systems.

Example 1. Consider a non-descriptor neutral system

$$
\begin{equation*}
\dot{x}(t)-D_{1} \dot{x}(t-g)=A_{0} x(t)+A_{1} x(t-h), \tag{44}
\end{equation*}
$$

where

$$
\begin{align*}
A_{0} & =\left[\begin{array}{cc}
-2 & 0 \\
0 & -15
\end{array}\right], \quad A_{1}=\left[\begin{array}{cc}
1 & 3 \\
-3 & 1
\end{array}\right], \\
D_{1} & =\left[\begin{array}{cc}
-0.8 & 0 \\
0.2 & -0.8
\end{array}\right] . \tag{45}
\end{align*}
$$

Since there is no distributed delay term we may apply both corollaries. We apply Corollary 1. We use an LMI Toolbox of Matlab for solution of LMIs. The stability conditions of [28] and of Corollary 1 for the second representation do not hold for this system. Applying Corollary 1 for the first representation we find that this system is stable for all delays.

Example 2. Considering the system (44) with

$$
A_{0}=\left[\begin{array}{cc}
0 & 1 \\
-2 & -3
\end{array}\right], \quad A_{1}=\left[\begin{array}{cc}
0 & 0.9 \\
-1.3 & -1.9
\end{array}\right],
$$

and $D_{1}$ as above, we find that stability conditions of Corollary 1 for the first representation do not hold. By [28] and by Corollary 1 for the second representation the system is asymptotically stable for all delays.

## 5. Delay-dependent stability. Effects of small delays on stability of descriptor systems

### 5.1. Delay-dependent stability conditions

We are looking for delay-dependent conditions with respect to slow variable $x_{1}$. With respect to discrete delays in the fast variables, the results will be delay-independent. The latter guarantees robust stability with respect to small changes of delay. We apply to (11) a descriptor representation introduced in [11] for non-descriptor case:

$$
\begin{align*}
& \dot{x}_{1}(t)=y(t), \\
& {\left[\begin{array}{c}
y(t)-\sum_{i=1}^{m} D_{i} y\left(t-h_{i}\right) \\
0
\end{array}\right]} \\
& =\left[\begin{array}{ll}
\sum_{i=0}^{m} A_{i 1} & A_{02} \\
\sum_{i=0}^{m} A_{i 3} & A_{04}
\end{array}\right] x(t)+\sum_{i=1}^{m}\left[\begin{array}{c}
A_{i 2} \\
A_{i 4}
\end{array}\right] x_{2}\left(t-h_{i}\right) \\
& \quad-\sum_{i=1}^{m}\left[\begin{array}{c}
A_{i 1} \\
A_{i 3}
\end{array}\right] \int_{-h_{i}}^{0} y(t+s) d s+\int_{-h}^{0} B(s) x(t+s) d s . \tag{46}
\end{align*}
$$

The latter system can be represented in the form

$$
\begin{align*}
\bar{E} \dot{\bar{x}}(t)= & \sum_{i=0}^{m} \bar{A}_{i} \bar{x}\left(t-h_{i}\right)+\sum_{i=1}^{m} h_{i} \bar{B}_{i} \int_{-h_{i}}^{0} \bar{x}(t+s) d s \\
& +\int_{-h}^{0} \bar{B}(s) \bar{x}(t+s) d s \tag{47}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{x}=\left[\begin{array}{c}
x_{1} \\
y \\
x_{2}
\end{array}\right], \quad \bar{E}=\left[\begin{array}{ccc}
I_{n_{1}} & 0 & 0 \\
0 & 0_{n_{1}} & 0 \\
0 & 0 & 0_{n_{2}}
\end{array}\right], \\
& \bar{A}_{0}=\left[\begin{array}{ccc}
0 & I & 0 \\
\sum_{i=0}^{m} A_{i 1} & -I_{n_{1}} & A_{02} \\
\sum_{i=0}^{m} A_{i 3} & 0 & A_{04}
\end{array}\right], \\
& \bar{A}_{i}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & D_{i} & A_{i 2} \\
0 & 0 & A_{i 4}
\end{array}\right], \quad i=1, \ldots, m, \\
& \bar{B}_{i}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & -A_{i 1} & 0 \\
0 & -A_{i 3} & 0
\end{array}\right], \quad \bar{B}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
B_{1} & 0 & B_{2} \\
B_{3} & 0 & B_{4}
\end{array}\right] . \tag{48}
\end{align*}
$$

From Theorems 1 and 2 the following result follows:
Theorem 3. Under ( $\mathrm{A}^{\prime}$ ) (( $\left.\mathrm{A}^{\prime \prime}\right)$ for the case of $B_{4}=0$ ) and ( A 2 ), (11) is asymptotically stable if there exist a matrix $P$ of (22), with $\left(n_{1} \times n_{1}\right)$-matrix $P_{1}$ and $(n \times n)$-matrix $P_{3}$, and $\left(n_{1}+n\right) \times\left(n_{1}+n\right)$-matrices $R_{i}=R_{i}^{T}, Q_{i}=Q_{i}^{T}$, $i=1, \ldots, m, R=R^{T}$ that satisfy the following LMI:

$$
\left[\begin{array}{cccccccc}
\Psi & P^{T} \bar{A}_{1} & \ldots & P^{T} \bar{A}_{m} & h_{1} P^{T} \bar{B}_{1} & \ldots & h_{m} P^{T} \bar{B}_{m} & h P^{T} \\
* & -Q_{1} & \ldots & 0 & 0 & \ldots & 0 & 0  \tag{49}\\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & * & -Q_{m} & 0 & \ldots & 0 & 0 \\
* & * & * & * & -h_{1} R_{1} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & * & * & * & \ldots & -h_{m} R_{m} & 0 \\
* & * & * & * & * & \ldots & * & -h R
\end{array}\right]
$$

where

$$
\Psi=P^{T} \bar{A}_{0}+\bar{A}_{0}^{T} \bar{P}+\sum_{i=1}^{m} Q_{i}+\sum_{i=1}^{m} h_{i} R_{i}+\int_{-h}^{0} \bar{B}^{T}(s) R \bar{B}(s) d s
$$

For the case of special distributed delay term (34) we obtain (47) with $\bar{E}, \bar{x}, \bar{A}_{i}$ given by (48), and

$$
\bar{B}=0, \quad \bar{B}_{i}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
B_{i 1} & -A_{i 1} & B_{i 2} \\
B_{i 3} & -A_{i 3} & B_{i 4}
\end{array}\right] .
$$

For this case Theorem 3 holds under ( $\overline{\mathrm{A}} 1$ ) and (A2).

Remark 4. In the case of non-descriptor system (11) with a special distributed delay term (34) Theorem 3 gives the same delay-dependent conditions as [11].

### 5.2. Sufficient conditions for robustness of stability with respect to small delays

It is well known [22] that small delays may change the stability of a descriptor system. Necessary conditions and sufficient conditions for robust stability of descriptor systems with respect to small delays are given in [22] in terms of the spectral radius of a certain transfer matrix. Theorem 3 yields the following effective LMI criterion for robust stability:

Corollary 3. Assume that (A2) holds. Then, (11) is asymptotically stable for all small enough $h_{i} \geqslant 0$ and $h \geqslant 0$ if there exist a matrix $P$ of (22), with $\left(n_{1} \times n_{1}\right)$ matrix $P_{1}$ and $(n \times n)$-matrix $P_{3}$, and $\left(n_{1}+n\right) \times\left(n_{1}+n\right)$-matrices $Q_{i}=Q_{i}^{T}$, $i=1, \ldots, m$, that satisfy the following LMI:

$$
\left[\begin{array}{cccc}
P^{T} \bar{A}_{0}+\bar{A}_{0}^{T} \bar{P}+\sum_{i=1}^{m} Q_{i} & P^{T} \bar{A}_{1} & \ldots & P^{T} \bar{A}_{m}  \tag{50}\\
* & -Q_{1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
* & * & * & -Q_{m}
\end{array}\right]<0
$$

Proof. If (50) holds, then for $R_{i}=R=I_{n_{1}+n}$ and small enough delays (49) holds and result follows from Theorem 3.

Note that (50) guarantees delay-independent stability for the following descriptor system without terms with distributed delay and with zero-delay in the slow variable:

$$
\left[\begin{array}{c}
\dot{x}_{1}(t)-\sum_{i=1}^{m} D_{i} \dot{x}_{1}\left(t-h_{i}\right) \\
0
\end{array}\right]=\sum_{i=0}^{m} A_{i}\left[\begin{array}{c}
x_{1}(t) \\
x_{2}\left(t-h_{i}\right)
\end{array}\right] .
$$

### 5.3. Illustrative examples

We consider two simple examples from [22] and [10].

Example 3 [22]. Consider the system

$$
\begin{align*}
& {\left[\begin{array}{cc}
-1 & 1 \\
1 & -1
\end{array}\right] \dot{x}(t)=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right] x(t)+\left[\begin{array}{c}
1 \\
-1
\end{array}\right] u(t),} \\
& u(t)=[1-1] x(t-h) \tag{51}
\end{align*}
$$

where $x(t)=\operatorname{col}\left\{x_{1}(t), x_{2}(t)\right\} \in R^{2}$. The closed-loop system (51) has a following canonical form:

$$
\begin{align*}
& \dot{x}_{1}(t)=0.5 x_{1}(t)-x_{1}(t-h),  \tag{52a}\\
& 0=-x_{1}(t)-x_{2}(t) . \tag{52b}
\end{align*}
$$

Stability of (52) is equivalent to stability of the first retarded type equation and thus stability is robust with respect to small delays. By well-known frequency domain results (see, e.g., [9, Chapter 3, Section 3]), (52a) is asymptotically stable for $h<h^{*}$ and unstable for $h>h^{*}$, where $h^{*}=\arccos 0.5 / \sqrt{(3 / 4)} \approx 1.2092$. Applying to (52a) more conservative LMI criteria of $[17,20]$ we obtain that the system is stable for $h \leqslant 0.33$. By LMI criterion of Theorem 3 we obtain the less restrictive result: (51) is asymptotically stable for $h \leqslant 1$.

Example 4 [10]. Consider the system

$$
\left[\begin{array}{ll}
1 & 0  \tag{53}\\
0 & \varepsilon
\end{array}\right] \dot{x}(t)=\left[\begin{array}{cc}
0 & 1 \\
-2 & -1
\end{array}\right] x(t)+\left[\begin{array}{cc}
1 & 0 \\
0 & 0.5
\end{array}\right] x(t-h),
$$

where $\varepsilon=0$. By applying LMI of [10] we find that the system is asymptotically stable for $h \leqslant 0.14$. By applying delay-independent stability criterion of Theorem 1 we find that the corresponding LMI has a solution. Therefore the system is asymptotically stable for all delays.

Note that solving the algebraic equation of (53) with respect to $x_{1}$ and substituting the resulting expression into the differential equation of (53), we obtain the following decoupled system of equations:

$$
\begin{aligned}
& \dot{x}_{2}(t)-0.5 \dot{x}_{2}(t-h)=-2 x_{2}(t)+x_{2}(t-h)-0.5 x_{2}(t-2 h), \\
& x_{1}(t)=-0.5 x_{2}(t)+0.25 x_{2}(t-h) .
\end{aligned}
$$

By well-known results [14] the first scalar equation of the latter system is asymptotically stable for all delays. Hence, the latter system and system (53) are asymptotically stable for all delays.
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