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Abstract—The distributed estimation problem is solved for
continuous-time observer nodes that obtain real-time measure-
ments but communicate with their neighbors over a communi-
cation network. To this end, the digital communication between
the observer nodes is modeled by the time-delay approach where
variable sampling intervals, transmission delays and packet
dropouts are taken into account. An LMI for the design of the
observer gains is derived using Halanay’s inequality, the feasi-
bility of which guarantees exponential stability with a selected
convergence rate up to a maximum total delay. A comparison of
the maximal delay on a numerical example shows the advantage
of a distributed observer over a centralized one.

Index Terms—Distributed estimation problem, Time-varying
delay, Networked control systems

I. INTRODUCTION

The continuous growth of information technology has en-
abled and created a strong necessity for decentralized control
systems that can cope with the increasing demand for flexi-
bility, scalability and performance. At the same time such a
shift in the design paradigm raises new challenges related to
networked systems, where effects of communication have to
be taken into account. As such challenges we may cite data-
rate constraints and variations, delays, package dropouts and
additional noises.

Together with decentralized control systems comes a grow-
ing interest in distributed estimation techniques [1]–[5]. The
goal is to have state observers at sensor level who communi-
cate only with neighboring observer nodes to fulfill the task
of state estimation. This problem has been addressed from
different view-points and most prevailing is the distributed
Kalman filtering approach in discrete-time (see [6] for a
recent survey). Often in these works, the effect of delays is
not considered, while its presence may drastically influence
the estimation performance (see [7], [8] for early works in
discrete-time and [9], [10] for the constant-delay case).
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In the present work, we keep a continuous-time frame-
work, while considering the various delays which can occur
in a communication network. In such a case an effective
method is the time-delay approach [11], where for example
the sampled-data nature of digital communication is model
by a sawtooth shaped time-varying delay. In the context of
distributed estimation this has been previously used in [12]
specifically for a Round-Robin protocol. The advantage is that
different sampling-times can be better modeled and it allows
to use a high-rate of sampling for the plant output with low
communication rates between the observer nodes as proposed
in [13].

This also provides a good motivation for distributed ob-
servers which use a consensus-term, since, as we will show,
in comparison with a centralized observer it can have better
robustness with respect to delays, by shifting the delay from
the measurement input to the communication. This has been
preliminary presented in [14], but for constant delays.

The time-delay approach for the stability analysis leads to
a constructive design formulated in terms of an LMI. For
distributed observers, an application of this method is novel,
and to simplify the presentation we start with the delay-free
case. We prove that the LMIs for the design are feasible
under standard nonrestrictive conditions in the delay-free case
and they will form the basis for the time-varying delay case.
External disturbances and measurement noise can also be
considered in the LMI framework; however, for the sake of
comparison we will consider the exponential convergence rate
of the nominal system as design criteria.

The outline of the paper is as follows. First the problem
setting of distributed observers is introduced and we contrast
it with the standard centralized setting. Then the known LMI-
based design for systems with time-varying delay is presented
for a centralized observer. Next, we introduce the distributed
observer setting and provide a new method for the design in
the delay-free case. The main result consists in a design for
the distributed observer, where time-varying delays are taken
into account using the above methods. Finally, a comparison
is made between a centralized and distributed observer in
terms of the bound of the time-varying delay under a specified
minimal convergence rate.

II. PROBLEM SETTING

Consider a (large-scale) linear time-invariant plant with
multiple outputs

ẋ(t) = Ax(t), yi(t) = Cix(t), (1)

i = 1, . . . , N, with state vector x ∈ Rn and dynamics matrix
A ∈ Rn×n, which is observed by a set of N sensor nodes,
each corresponding to one of the outputs yi ∈ Rmi with output
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matrix Ci ∈ Rmi×n. The goal is to reconstruct the full state
of the plant at sensor level from the measurements, under the
constraint that this is only possible using all the outputs, i.e.
only the pair (A, col{Ci}Ni=1) is observable but any subset of
the outputs is not. In this paper col{Ci}Ni=1 ∈ Rm×n, where
m =

∑N
i=1mi, denotes a block column matrix formed of

the sequence of matrices C1, . . . , CN , and correspondingly
row{Bi}Ni=1 denotes a block row matrix and diag{Ai}Ni=1 a
block diagonal matrix (occasionally abbreviated with A).

A. Observer concepts

In the centralized setting all the measurements from the
sensors are gathered at a central entity and the reconstructed
state estimate x̃ is transmitted back, see Fig. 1a. In the
distributed case, each sensor will act directly as an observer
node with a local state estimate x̃i, i = 1, . . . , N . Since it
is not possible to reconstruct the state from a single output
yi alone, the observer nodes have to exchange information
with the other nodes. A straightforward approach would be to
implement each sensor node as a centralized observer and to
distribute the individual measurements between each of them,
however this would require all-to-all communication because
all outputs are necessary to reconstruct the state. Instead, as
we will present in Section III-B, the observers nodes will
only exchange their local state estimates over a communication
graph which depends on the spatial distribution of the sensors
or other considerations, see Fig. 1b.

A first comparison of both concepts shows as an advantage
for the distributed setting that the communication is only
local, while the transmission of the measurements to the
centralized observer and the return of the state estimate is
possibly impacted by large delays.

B. Features of communication

We pose ourselves now the question, whether the relative
performance of the two structures may additionally differ
due to what is communicated. Assuming that the estimation
algorithms are implemented on fast processors (compared to
the plant’s dynamics), the dynamics of the observers can
be described as continuous-time systems. At the same time,
communication resources in sensor networks are typically
limited, so significant delays and data rate constraints are
inevitable. Note that we do not account for delays from the
plant output to the nodes (either the sensor nodes are placed
close to the corresponding plant output or there is no difference
in the effect for both observer structures.)

We assume that all the sensor nodes and observers have
synchronized clocks and know the delay (e.g., using a network
time protocol and including time-stamps in the transmission).
Between a transmission interval the continuous centralized
observer or the observer nodes will make the incoming
information continuous by holding their last sample. This
corresponds to a time-varying delay with a sawtooth like shape
in the signal. The resulting aberration puts a limit on the
maximum transmission interval and delay, which in this work
we compare for both structures on a numerical example by
looking at the maximum τ̄ of the time-varying delay. Note
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Fig. 1: Examples of the two observer structures for N = 3.

that using a time-varying delay, we can also model other
network induced effects (computation delay, communication
delay, synchronization of data streams, etc.)

C. Performance measure

As it is the case for the delay-margin [14], it might be
not enough to optimize and compare the design only with
respect to a maximal delay, since the resulting performance
can be quiet different in terms of convergence rate. Therefore,
we will additionally require the same minimal exponential
convergence rate. In the following we denote by xt the
function x(t) on the interval [t − τ , t], by C[−τ̄ ,0] the class
of such a continuous functions and by W[−τ̄ ,0] a subclass of
functions having a square integrable derivative with respect to
time.

Definition 1. A system ẋ(t) = f(xt) is said to be exponen-
tially stable with a convergence rate α > 0, if for any initial
condition x0 ∈W[−τ̄ ,0] the solution satisfies

|x(t)| ≤ ce−αt‖x0‖W
with a constant c ≥ 1, where ‖xt‖W = maxt∈[t−τ,t] |x(t)|+√∫ t

t−τ |ẋ(s)|2ds.

To establish exponential convergence rate we will use in the
centralized case and in the distributed undelayed case a form of
the comparison lemma [15]. For the distributed observer with
time-varying delays we will use Halanay’s inequality ([16, p.
138], [17, p. 378]):
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Lemma 1. Let V : [−τ ,∞] → R+ be a bounded function
on [−τ , 0], absolutely continuous on [0,∞). If for some 0 <
δ1 < δ0, the inequality

V̇ (t) + 2δ0V (t)− 2δ1 sup
−τ≤θ≤0

V (t+ θ) ≤ 0

holds for all t ≥ 0, then

V (t) ≤ e−2δt sup
−τ≤θ≤0

V (θ)

where δ is the solution of

δ − δ0 + δ1 exp2δτ = 0. (2)

III. OBSERVER DESIGN

In this section, we recall the observer design in the presence
of time-varying delays in the centralized setting. Then the
design of a distributed observer in the delay-free case is
given. Together these results form the basis of the main
development of this work: a distributed observer design for
time-varying delays. A comparison of the centralized and
distributed observers is carried out with simulations using a
sawtooth shaped delay in the next section.

A. Centralized observer
For the sake of convenience we will assume that the commu-

nication rates and transmission delays from the sensor nodes
to the centralized observer are identical so that the individual
measurement outputs of the N sensors can be combined to
y =

[
yT1 . . . yTN

]T
= Cx, where C = col{Ci}Ni=1. For

k ∈ N, let tk denote the time instances when the observer
receives an update from the sensors and ηk the transmission
delays. The observer is then implemented as a Luenberger
observer, where the output-injection term is kept constant
during a transmission interval and the delay is accounted for

˙̃x(t) = Ax̃(t)− L (Cx̃(tk − ηk)− y(tk − ηk)) ,

tk ≤ t < tk+1, where x̃ ∈ Rn is the estimate of the state x
and L is the observer gain to be designed. The error e(t) =
x̃(t)− x(t) leads to the dynamics

ė(t) = Ae(t)− LCe(tk − ηk), tk ≤ t < tk+1,

which equivalently can be rewritten as

ė(t) = Ae(t)− LCe(t− τ(t)) (3)

with a piecewise linear time-varying delay τ(t), where τ̇(t) =
1 and its maximum is denoted as τ = max

k
{tk+1−tk+ηk}, the

maximum of the sum of the transmission interval and delay.
To obtain a sufficient upper bound of τ̄ for a given con-

vergence speed, an LMI is derived below to select a gain L
that guarantees exponential stability of the error system for
the highest possible τ .

Following [16], we take as a Lyapunov-Krasovskii func-
tional for systems with fast-varying delays and exponential
convergence

V (t, et, ėt) = eT(t)Pe(t) +

∫ t

t−τ
e−2α(t−s)eT(s)Se(s)ds

+ τ

∫ t

t−τ
e−2α(t−s)(τ + s− t)ėT(s)Rė(s)ds (4)

where P > 0, R > 0 and S > 0. It can be shown that
there exist constants k > 0 and k > 0 so that k|e(t)|2 ≤
V (t, et, ėt) ≤ k‖et‖2W for all t ≥ 0 and et ∈W[−τ̄ ,0]. Taking
the derivative and using the Leibniz integral rule lead to

V̇ + 2αV = 2ėT(t)Pe(t) + eT(t)(2αP + S)e(t)

− e−2ατeT(t− τ)Se(t− τ)

+ τ2ėT(t)Rė(t)− τ
∫ t

t−τ
e−2α(t−s)ėT(s)Rė(s)ds (5)

and after using e−2α(t−s) ≥ e−2ατ for s ∈ [t − τ , t] the
following lemma is applied for the remaining integral:

Lemma 2 ([16], [18]). Under assumption of[
R S12

∗ R

]
≥ 0 (6)

for some S12 the following inequality holds:

− τ
∫ t

t−τ
ėT(s)Rė(s)ds

≤
 e(t)
e(t− τ)
e(t− τ(t))

T −R S12 R− S12

∗ −R R− S12

∗ ∗ −R+ S12 + ST
12

 e(t)
e(t− τ)
e(t− τ(t))

.
In line with the descriptor method [16] the system dynamics

is incorporated by adding

(P2e(t) + P3ė(t))
T

(Ae(t)− LCe(t− τ(t))− ė(t)) = 0

to (5), where P2 and P3 are auxiliary matrices. Together with
comparison lemma this leads to an estimate

V̇ + 2αV ≤ ηT(t)Φη(t) (7)

where η(t) = col{e(t), ė(t), e(t− τ), e(t− τ(t))}, Φ =Φ11 P − PT
2 +ATP3 e−2ατS12 −PT

2 LC + e−2ατ (R− S12)
∗ −P3 − PT

3 + τ2R 0 −PT
3 LC

∗ ∗ −e−2ατ (S +R) e−2ατ (R− S12)
∗ ∗ ∗ e−2ατ (−2R+ S12 + ST

12)

 ,
(8)

Φ11 = ATP2 + PT
2 A + 2αP + S − e−2ατR, for which the

feasibility of the LMI Φ ≤ 0 implies exponential stability,
since

k|e(t)|2 ≤ V (t, et, ėt) ≤ e−2αtV (0, e0, ė0) ≤ k‖e0‖2W ,
where k = λmin(P ) is the minimal eigenvalue of the matrix P .
Then to design the gain L, we make the substitution P3 = εP2

with some ε > 0 and Y = PT
2 L to obtain the following result:

Proposition 1. Given τ > 0, α > 0 and a tuning variable
ε > 0, let there exist matrices P > 0, S > 0, R > 0, P2, Y, S12

that satisfy (6) and the LMI Φ ≤ 0 with Φ =
Φ11 P − PT

2 + εATP2 e−2ατS12 −Y C + e−2ατ (R− S12)
∗ −ε(P2 + PT

2 ) + τ2R 0 −εY C
∗ ∗ −e−2ατ (S +R) e−2ατ (R− S12)
∗ ∗ ∗ e−2ατ (−2R+ S12 + ST

12)

,
then the error of the observer (3) for the system (1) with gain
L = (PT

2 )−1Y is guaranteed to converge exponentially with
the rate α for any delay 0 < τ(t) < τ̄ .

Since the LMIs above provide a sufficient condition, the
convergence rate might be preserved also for larger delays.
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Moreover, to obtain less conservative estimates, the LMI
for analysis (8) can be used a posteriori (i.e. designing the
observer by the theorem, then fixing the gains and determining
guaranteed lower bound by the analysis LMIs).

Remark 1. In the case of different communication rates of the
sensors, the error system is ė(t) = Ae(t) −∑N

i=1 LiCie(t −
τi(t)) with different τi(t) and τ i and we would use additional
integral terms in (4) for each sensor. Such a modification is
omitted for brevity of presentation.

B. Distributed observer: Delay-free case

In the distributed setting, an observer node is implemented
on each sensor. Since the pairs (A,Ci) are not observable, the
measurement only does not suffice to reconstruct the state.
Therefore, following [19], the output-injection is comple-
mented by a consensus-term to use the information provided
by the other nodes in a distributed fashion. We denote by Ni
the set of nodes who provide their estimate to node i (e.g.
for the example in Fig. 1b, N2 = {1, 3}). In this subsection
we will assume that there is no sampling and no delay in
the communication of the observers. The estimate at the ith
observer node x̃i is then obtained as

˙̃xi(t) = Ax̃i(t)− Li(Cix̃i(t)− yi(t))
−
∑
j∈Ni

Hi,j (x̃i(t)− x̃j(t)) , i = 1, . . . , N, (9)

where Li are the local observer gains and Hi,j are the
consensus gains with the neighboring nodes, which have to
be designed.

With the observer error for each node ei = x̃i − x we are
now interested in the stability of the coupled error systems

ėi(t) = Aei(t)− LiCiei(t)−
∑
j∈Ni

Hi,j (ei(t)− ej(t)) . (10)

Looking at the combined error E =
[
eT1 . . . eTN

]T
this

corresponds to the stability of the system

Ė(t) = AE(t)− LCE(t)−HE(t), (11)

where A = IN ⊗A, C = diag{Ci}ni=1, L = diag{Li}ni=1 and

H =


∑
j∈N1

H1,j −H1,2 . . . −H1,N

. . .
−HN,1 . . . −HN,N−1

∑
j∈NN

HN,j


(here Hi,j = 0 if j /∈ Ni). The exponential stability with a
convergence rate α > 0 of (11) can be analyzed by a quadratic
Lyapunov function W = ETPE giving

PA+A
T
P −PLC−CT

L
T
P −PH−HTP +αP < 0. (12)

To design the consensus gains Hi,j we have to assume a block-
diagonal structure of the matrix P = diag{Pi}Ni=1 (this means
that the system can be designed to be block-diagonally stable

[20]) leading to an LMI Φ < 0, Φ ∈ RnN×nN , with diagonal
entries

Φii = PiA+ATPi − PiLiCi − CT
i L

T
i P

T
i

− Pi
∑
j∈Ni

Hi,j −
∑
j∈Ni

HT
i,jPi

and off-diagonal entries Φij = ΦT
i,j = PiHi,j + PjHj,i.

The substitution Zi,j = PiHi,j and Yi = PiCi then leads
to an LMI for the design. The following lemma establishes
that the LMI is feasible under non-restrictive conditions (joint
observability and strong connectedness).

Lemma 3. If the pair (A, col{C}Ni=1) is observable and the
communication graph is strongly connected then there exist Li
and Hi,j such that the dynamics of the error of the observer
network (11) admits a block-diagonal Lyapunov-matrix P =
diag{Pi}Ni=1.

Proof. Selecting Hi,j = αTu,iT
T
u,i and Li = To,iLo,i,

where the columns of Tu,i form a basis of the kernel of
the observability matrix of the pair A and Ci, and Ti =[
To,i Tu,i

]
is an orthogonal matrix, then the dynamics of

the error of the network (11) can be transformed with E =[
diag{To,i}Ni=1 diag{Tu,i}Ni=1

] [Eo
Eu

]
into block-triangular

form[
Ėo
Ėu

]
=

[
Ao − LoCo 0

Ar + αTu
TATo Au − αTu

T
(L ⊗ I)Tu

] [
Eo
Eu

]
,

(13)
where Ao = TTo,iATo,i, Au = TTu,iATu,i, Ar = TTu,iATo,i,
Co = CTo,i, and A and L are the adjacency and Laplacian
matrix of the communication graph, respectively.

Since it is block-triangular it has a Lyapunov matrix of the
form P̃ =

[
diag{Po,i}Ni=1 0

0 γ diag{Pu,i}Ni=1

]
with some γ > 0

if diag{Po,i}Ni=1 and diag{Pu,i}Ni=1 are Lyapunov matrices
for Ao − LoCo and Au − αTu

T
(L ⊗ I)Tu, respectively. The

former is obvious and for the latter we can use the fact that
Tu

T
(L ⊗ I)Tu admits a Lyapunov matrix which is diagonal

under the conditions of the lemma (see [21]) and select
α > 0 sufficiently large. Returning to original coordinates,
the Lyapunov-matrix is transformed as

P =
[
diag{To,i}Ni=1 diag{Tu,i}Ni=1

]
P̃

[
diag{TT

o,i}Ni=1

diag{TT
u,i}Ni=1

]
=

[
diag{To,iPo,iTT

o,i} 0
0 diag{Tu,iPu,iTT

u,i}

]
.

Note that the choice of P implies a Lyapunov function
W =

∑N
i=1 Vi with Vi = eTi Piei. Inspired by this and [12]

we can then deduce the stability of the coupled systems with
individual Lyapunov functions (

∑
j:i∈Nj

denotes the sum over
the nodes which use the estimate of node i):
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Lemma 4. For i = 1, . . . , N , assume there exist Lyapunov
functions k|ei|2 ≤ Vi(ei) ≤ k|ei|2 with k > 0 and k > 0,
αi > 0 and βi,j > 0, j ∈ Ni, for which the inequalities

V̇i + 2αiVi −
∑
j∈Ni

βi,jVj ≤ 0 (14)

hold with

δ = min
i

2αi −
∑
j:i∈Nj

βj,i

 > 0. (15)

Then the systems (10) are exponentially stable with a conver-
gence rate δ.

Proof. Taking the Lyapunov function W =
∑N
i=1 Vi we

obtain (by exchanging indices)

Ẇ =
N∑
i=1

V̇i ≤ −
N∑
i=1

2αi −
∑
j:i∈Nj

βj,i

Vi ≤ −2δW.

From the comparison lemma we can then conclude exponential
stability.

This leads to another formulation of LMIs for the design of
a distributed observer in the delay-free case:

Theorem 1. For i = 1, . . . , N , given αi > 0 and βi,j > 0
such that

∑
j:i∈Nj

βj,i < 2αi, assume there exist matrices
Pi > 0 and Zi,j , j ∈ Ni for which the system of LMIs Φi ≤ 0
with

Φi =

[
Φ1,i row{Zi,j}j∈Ni

∗ −diag{βi,jPj}j∈Ni

]
, (16)

and Φ1,i = ATPi + PiA− CT
i Y

T
1,i − Y1,iCi −

∑
j∈Ni

Zi,j −∑
j∈Ni

ZT
i,j + 2αiPi is feasible. Then the distributed observer

(9) for the system (1) with gains Li = P−1
i Yi and Hi,j =

P−1
i Zi,j converges exponentially with rate δ given by (15).

Proof. Taking the Lyapunov functions Vi = eTi Piei, the
inequality (14) with

V̇i = eTi

(
Pi(Ai − LiCi −

∑
j∈Ni

Hi,j)

+ (Ai − LiCi −
∑
j∈Ni

Hi,j)
TPi

)
ei + 2eTi Pi row {Hi,j}

j∈Ni

ei,

(17)

where ei = col{ej}j∈Ni
and −∑j∈Ni

βi,jVj ≤
−eTi diag{βi,jPj}j∈Ni

ei yields

V̇ + 2αV −
∑
j∈Ni

βi,jVj ≤
[
ei
ei

]T
Φi

[
ei
ei

]
≤ 0.

Then according to Lemma 4 the error system (10) is exponen-
tially stable if Φi ≤ 0, i = 1, . . . , N .

Note that the neighboring relation is included in the last
term of (14), i.e. we take the sum over all neighbors.

Remark 2. The inequalities (14) have another interpretation
when considering the vector V =

[
V1 . . . VN

]T
. They

imply V̇ ≤ MV with diagonal-dominant Metzler matrix M

where Mii = −αi,j , Mij = βi,j . This means M is Hurwitz-
Metzler for which the following Lyapunov equation is fulfilled:

pTM < −qT ,
with vectors p ∈ RN and q ∈ RN with strictly positive entries.
Then the Lyapunov function W = pTV will lead to

Ẇ < −qTV < −δW
for some δ > 0 (since there exists a δ for which δpT is
element-wise smaller than qT). Therefore, by considering such
a Lyapunov function the constraints

∑
j:i∈Nj

βj,i < 2αi can
be relaxed.

Compared to the centralized LMI (12), the system of LMIs
of Theorem 1 might be used as an approach to decentralize the
design of the gains, by introducing the condition Pi > I for
all i = 1, . . . , N . Then at each observer node the individual
LMI [

Φ1,i row{Zi,j}j∈Ni

∗ −diag{βi,jI}j∈Ni

]
< 0

can be solved for βi,j > 0, from which Φi < 0 from
(16) follows. Then in a second step the nodes have to
send their βi,j to their neighbors Ni to check the condition[
−αi row{βj,i}j∈Ni

]
p < qi, with a positive vector p and

qi > 0.

C. Distributed observer: Time-varying delay

In the previous section the communication between the
nodes as well as the measurement inputs were supposed to be
almost instantaneous. For the measurement inputs this is a rea-
sonable assumption since each observer node is implemented
on the corresponding sensor and hence they are available
in real-time. However, since the sensors are distributed over
the plant, the communication lag between the sensors can be
significant and moreover constrained in their rate.

Compared to (10) the consensus term is then modified to
take into account the delayed sampled-data communication
leading to the error systems

ėi(t) = (A− LiCi)ei(t)
−
∑
j∈Ni

Hi,j (ei(t− τi(t))− ej(t− τi(t))) , (18)

i = 1, . . . , N , with the time-varying delay τi(t) and τ =
max
i,t

τi(t).

For each node we will use the Lyapunov-Krasovskii func-
tional for time-varying delays Vi(t, ei,t, ėi,t) corresponding to
(4) in the centralized case. Additionally, since we have the
delayed errors from incoming neighbors, we exploit Halanay’s
inequality as is done for the first time in [22]:

Lemma 5. For i = 1, . . . , N , assume there exist Lyapunov
functions k|ei(t)|2 ≤ Vi(t, ei, ėi) ≤ k‖et,i‖2W with k > 0 and
k > 0, αi > 0 and βi,j > 0, j ∈ Ni, for which the inequalities

V̇i + 2αiVi −
∑
j∈Ni

βi,jVj(t− τi(t)) ≤ 0 (19)

hold with δ0 > δ1 > 0, where δ0 = min
i
αi, and δ1 =

1
2 max

i

∑
j:i∈Nj

βj,i. Then the systems (18) are exponentially
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stable and the convergence rate δ can be estimated as solutions
of (2).

Proof. The above inequality also implies

V̇i + 2αiVi −
∑
j∈Ni

βi,j sup
−τ≤θ≤0

Vj(t+ θ) ≤ 0.

We use W =
∑N
i=1 Vi(ei) as in the delay-free case giving

Ẇ = −
N∑
i=1

2αiVi +
N∑
i=1

 ∑
j:i∈Nj

βj,i

 sup
−τ≤θ≤0

Vi(t+ θ)

≤ −2δ0W + 2δ1 sup
−τ≤θ≤0

W (t+ θ).

Then from Lemma 1 it follows exponential convergence for
the combined error with rate δ being a solution of (2).

Adding to the inequality (19) the system dynamics via the
descriptor method

2
(
P2,iei(t) + P3,iėi(t)

)T
×
(

(A− LiCi)ei(t)

−
∑
j∈Ni

Hi,jei(t−τi(t))+row{Hi,j}j∈Ni
ei(t−τi(t))−ėi

)
=0

and similarly to (7), it follows

V̇i + 2αVi −
∑
j∈Ni

βi,jVj(t− τi(t)) ≤ ηi(t)TΦiηi(t)

where ηi(t) = col{ei(t), ėi(t), ei(t − τ), ei(t − τi(t)), ei(t −
τi(t))},

Φi =
Ξi,11 + Ψi,11 Ξi,12 + Pi Ψi,12 Ξi,13 + Ψi,13 Ξi,14

∗ Ξi,22 + τ2Ri 0 Ξi,23 Ξi,24

∗ ∗ Ψi,22 Ψi,23 0
∗ ∗ ∗ Ψi,33 0
∗ ∗ ∗ ∗ −diag {βi,jPj}

j∈Ni


,

with

Ξi,11 = (A− LiCi)TP2,i + PT
2,i(A− LiCi)

Ξi,12 = −PT
2,i + (A− LiCi)TP3,i

Ξi,13 = −PT
2,i

∑
j∈Ni

Hi,j

Ξi,14 = PT
2,i row{Hi,j}j∈Ni

Ξi,22 = −P3,i − PT
3,i

Ξi,23 = −PT
3,i

∑
j∈Ni

Hi,j

Ξi,24 = PT
3,i row{Hi,j}j∈Ni

,

Ψi =

Ψi,11 Ψi,12 Ψi,13

Ψi,21 Ψi,22 Ψi,23

Ψi,31 Ψi,32 Ψi,33

 =

2αiPi + Si − e−2αiτRi e−2αiτS12,i e−2αiτ (Ri − S12,i)
∗ −e−2αiτ (Si +Ri) e−2αiτ (Ri − S12,i)
∗ ∗ e−2αiτ (−2Ri + S12,i + ST

12,i)

,

from which with Lemma 5, after substituting P3,i =
εiP2,i, Yi = PT

2,iLi and Zi,j = PT
2,iHi,j , follows our main

result:

Theorem 2. For i = 1, . . . , N , given τ̄ > 0, 0 < δ1 <
δ0 where δ0 = min

i
αi, and δ1 = 1

2 max
i

∑
j:i∈Nj

βj,i, αi >
0, βi,j > 0 and tuning variables εi, assume there exist matrices
Pi > 0, Ri > 0, Si > 0 and P2,i, Yi, Zi,j , S12,i, which satisfy
the system of LMIs Φi ≤ 0, with Φi =


Ξi,11 + Ψi,11 Ξi,12 + Pi Ψi,12 Ξi,13 + Ψi,13 Ξi,14

∗ Ξi,22 + τ2Ri 0 Ξi,23 Ξi,24

∗ ∗ Ψi,22 Ψi,23 0
∗ ∗ ∗ Ψi,33 0
∗ ∗ ∗ ∗ −diag{βi,jPj}

j∈Ni


(20)

with

Ξi,11 = ATP2,i + PT
2,iA− CT

i Y
T
i − YiCi

Ξi,12 = −PT
2,i + εiA

TP2,i − εiCT
i Y

T
i

Ξi,13 = −
∑
j∈Ni

Zi,j

Ξi,14 = row{Zi,j}j∈Ni

Ξi,22 = −εi(P2,i + PT
2,i)

Ξi,23 = −εi
∑
j∈Ni

Zi,j

Ξi,24 = ε row{Zi,j}j∈Ni
,

and
[
Ri S12,i

∗ Ri

]
> 0. Then the systems (18) with Li =

(PT
2,i)
−1Yi and Hi,j = (PT

2,i)
−1Zi,j converge exponentially

for any delay 0 ≤ τi(t) ≤ τ̄ with convergence rate δ obtained
as a solution of (2).

Remark 3. Our results can be extended to the case of
disturbances in the dynamics and measurements, leading to
input-to-state stability of the estimation error. This may be a
topic for future research.

IV. EXAMPLE

To verify the presented methods the design of a central-
ized observer and a distributed observer is carried out on a
numerical example and tested in a simulation with a sawtooth
shaped delay. Moreover, the two designs are compared in
three different ways. The feasibility of the LMIs used for
the design gives a sufficient bound, which is however more
conservative than the bounds obtained by the LMIs for analysis
(i.e. without variable substitution). Lastly, the bounds obtained
with the simulations are compared. This is done for the same
convergence rate to ensure that the designs are comparable.

The numerical example is adapted from [1]. The system
dynamics and one output have been changed so that the
system is unstable (λmax(A) = 1) and no single observer
node is detectable (i.e. the pairs (A,Ci), i = 1, . . . , N are
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1

2 3

4

Fig. 2: Communication graph of the distributed observer.

not detectable). The communication graph for the distributed
observer is kept the same and is shown in Fig. 2.

A =


−1 0 0 0 0 0
−1 1 1 0 0 0
1 −2 −1 −1 1 1
0 0 0 1 0 0
−8 1 1 −1 −2 0
4 −0.5 0.5 0 0 −4


C1 =

[
1 0 0 2 0 0
2 0 0 1 0 0

]
C2 =

[
2 0 1 0 0 0

]
C3 =

[
0 0 0 2 0 0

]
C4 =

[
1 0 2 0 0 0
2 0 4 0 0 0

]
.

Centralized observer: The observer gain L is designed
according to Proposition 1 with YALMIP [23] as solver for
the LMI. The convergence rate is first fixed to α = 1, then
τ is maximized while consecutively adapting ε. The maximal
possible τ is found to be 0.204 with ε = 0.5. Then (8) with (6)
is found feasible for τ = 0.2916 for α = 1 and for τ = 0.304
for α = 0. The design is verified in a simulation where the
measurement input is sampled with a rate of τ̄−1, showing
that the desired rate of convergence is attained (Fig. 3). Next
the sampling rate is gradually decreased, showing that from
τ = 0.430 the convergence rate will be less than 1 (Fig. 4).
From τ = 0.494 the error will start to diverge; the observer
becomes unstable.

Distributed observer: To simplify the design we choose
αi, βi,j and εi the same for all nodes. Then for the desired
convergence rate δ = 1 we obtain from (2)

δ1 =
δ0 − δ
e2δτ

which fixes βi,j . As before, τ , αi and εi are consecutively
adapted and Theorem 2 is applied. The LMI is found feasible
for τ = 0.226, αi = 1.14 and εi = 0.419. With the designed
Li, Hi,j the centralized analysis LMI (8), (6) can be used with
α = 1 and is found feasible for τ = 0.243 (τ = 0.354 for
α = 0).

In the simulation with the same sawtooth shaped time-
varying delay for all communications (i.e. modeling sampled-
data communication with equal rate), the convergence rate
is breached for τ = 0.525 and it diverges for τ = 0.625.
Table I summarizes the comparison of the centralized and the
distributed observer, Fig. 5 and Fig. 6 show the coordinates of
the error in linear scaling.

0 5 10 15 20
10−16

10−11

10−6

10−1

t

Fig. 3: Error norm in logarithmic scaling (red: Distributed,
blue: Centralized) for τ = 0.226.

0 5 10 15 20
10−16

10−11

10−6

10−1

t

Fig. 4: Error norm in logarithmic scaling (red: Distributed,
blue: Centralized) for τ = 0.430.

V. CONCLUSION

In this paper, two new designs of distributed observers were
proposed for delay-free and a time-varying delay cases. The
obtained conditions for observer gain calculation and stability
analysis were formulated in terms of LMIs. The convergence
rate of the estimation error was evaluated (it is a parameter of
the LMIs).

To highlight the advantages of the distributed setting of
estimation over the centralized one, a design was performed
under reasonable assumptions and a comparison in numerical
experiments for both settings were carried out. The comparison
showed that for the selected example, the maximal allowable
delay is higher for the distributed observer (the results based
on the feasibility of the LMIs and the simulations are consis-
tent) since the centralized observer loses performance faster
than the distributed one.

This also points to the conception, that in the distributed
setting, it is more beneficial for the observer nodes to exchange
state estimates than directly the measurements. A plain expla-
nation of this is that there are more degrees of freedom in the
consensus gains than in the output injection gains, due to the
fact that the outputs are lower-dimensional maps of the state.
However the transmission of full state-estimates between the
nodes might not be feasible for a high-dimensional plant. Note
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that following the proof of Lemma 3, the nodes could send the
projection to the unobservable subspace of the receiving node
instead of the full state-estimate and on the example, it can be
verified that this does not affect the achievable performance
(since the observable subspace can be reconstructed solely
from the delay-free measurement output). Therefore, a future
research direction is to see how the benefits of using consensus
coupling are prevailed if some lower-dimensional artificial
outputs are exchanged instead of the full state estimates
(ultimately, the choice of the artificial output will lead to a
trade-off with respect to the communication costs).

0 1 2 3 4 5

0

0.5

t

Fig. 5: Error of each node of the centralized observer for τ =
0.226.

0 1 2 3 4 5

−1

0

1

t

Fig. 6: Error of each node of the distributed observer for τ =
0.226.

centralized distributed

for convergence rate 1

design 0.204 0.226
analysis 0.204 0.243
simulation 0.430 0.525

without prescribed rate (i.e. α = 0)

analysis 0.304 0.354
simulation 0.494 0.625

TABLE I: Summary of maximal obtained τ and simulation
result with sawtooth shaped delay for the centralized and the
distributed observer.
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