
Delay-dependent stability and H1 control: constant and time-varying delays

E. FRIDMAN{* and U. SHAKED{

Three main model transformations were used in the past for delay-dependent stability. Recently a new (descriptor) model
transformation has been introduced. In the present paper, we compare methods under different transformations and
show the advantages of the descriptor one. We obtain new delay-dependent stability conditions for systems with time-
varying delays in terms of linear matrix inequalities. We also refine recent results on delay-dependent H1control and
extend them to the case of time-varying delays. Numerical examples illustrate the effectiveness of our method.

1. Introduction

Time-delay often appears in many control systems
(such as aircraft, chemical or process control systems)
and, in many cases, delay is a source of instability (see,
for example, Hale and Lunel 1993). The stability issue of
systems with delay is, therefore, of theoretical and prac-
tical importance. It is well-known (see, for example
Kolmanovskii and Richard 1999) that the choice of an
appropriate Lyapunov–Krasovskii functional is crucial
for deriving stability conditions. The general form of
this functional leads to a complicated system of partial
differential equations (see, for example, Malek-Zavarei
and Jamshidi 1987). Special forms of Lyapunov–
Krasovskii functionals lead to simpler delay-indepen-
dent (Boyd et al. 1994, Verriest and Niculescu 1998,
Kolmanovskii and Richard 1999) and (less conservative)
delay-dependent conditions (Niculescu et al. 1995, Li
and de Souza 1997, Kolmanovskii et al. 1999,
Kolmanovskii and Richard 1999, Park 1999, Lien et al.
2000, Niculescu 2001 a). Note that the latter simpler
conditions are appropriate in the case of unknown
delay, either unbounded (delay-independent conditions)
or bounded by a known upper bound (delay-dependent
conditions).

Delay-dependent stability conditions in terms of
linear matrix inequalities (LMIs) have been obtained
for retarded and neutral type systems. These conditions
are based on three main model transformations of the
original system (see Kolmanovskii and Richard 1999).

Recently a new descriptor model transformation was
introduced for delay-dependent stability of neutral
systems (Fridman 2001) and of a more general class of
differential and algebraic (descriptor) system with delay
(Fridman 2002 b). Unlike previous transformations, the
descriptor model leads to a system which is equivalent to
the original one, it does not depend on additional
assumptions for stability of the transformed system
and requires bounding of fewer cross-terms.

Two main approaches for dealing with the stability
of systems with time-varying delays have been suggested
in the past. The first is based on Lyapunov–Krasovskii
functionals and the second is based on Razumikhin
theory. Two main cases of time-varying delays have
been considered:

(1) differentiable uniformly bounded delays with
delay-derivatives bounded by d < 1; and

(2) continuous uniformly bounded delays.

To the best of our knowledge, the Razumikhin
approach was the only one that was able to cope with
the second case, which allows fast time-varying delays.

In the present paper, we shed more light on the con-
servatism of the various model transformations and
show the advantages of the descriptor one. We improve
the delay-dependent stability conditions of Fridman
(2001), that were based on descriptor model transforma-
tion, by applying tighter bounding of the cross terms
introduced in Park (1999). We extend the results of
Fridman (2001) to the case of systems with polytopic
uncertainties and time-varying delays. We consider
both the above-mentioned cases of time-varying delays.
Our method based on the Lyapunov–Krasovskii func-
tional seems to be the first of this type for the second
case. In the first case our results significantly improve
the existing ones (see Kim 2001 and references therein).
Numerical example shows that our method, even for the
more robust second case, leads to less restrictive results
than those of Kim (2001) which were obtained for the
first case on the basis of the first transformation. The
new conditions are given in terms of LMIs.

A descriptor model transformation has been applied
recently for H1 control problem Fridman and Shaked
(2002 a). We refine the results of Fridman and Shaked
(2002 a) and extend them to the time-varying case.
Numerical examples are given which illustrate the
advantages of our method.

Notation: Throughout the paper the superscript ‘T’
stands for matrix transposition, Rn denotes the n dimen-
sional Euclidean space with vector norm j � j,Rn�m is the
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set of all n�m real matrices, and the notation P > 0, for
P 2 Rn�n, means that P is symmetric and positive defi-
nite. Let Cn½a; b� denote the space of continuous func-
tions � : ½a; b� ! Rn with the supremum norm j � j. We
also denote xtð�Þ ¼ xðtþ �Þ ð� 2 ½�h; 0�Þ.

2. On delay-dependent conditions under four model

transformations

In this section we analyse the sources for the conser-
vatism of the delay-dependent methods under different
model transformations, which transform a system with
discrete delays into one with distributed delays. It is
well-known that this conservatism either stems from
additional dynamics in the transformed system, in the
case of transformation I below (Kharitonov and
Melchor-Aguilar 2000, Gu and Niculescu 2000), or
from additional assumptions that are made to guarantee
the stability of the transformed system, in the case of
transformation II below (Niculescu 2001 a). A frequency
domain interpretation of stability conditions under
transformations I and III was given recently in Zhang
et al. (2001).

We show below that the additional terms in the deri-
vative of Lyapunov–Krasovskii functional, which have
to be treated as in the delay-independent case, lead to
overdesign in the case of transformation III. Moreover,
in all the model transformations the results are restric-
tive due to the bounding of cross terms. A minimum
number of such terms and tighter bounding of them
should certainly lead to better results. We also discuss
the case of time-varying delays. For simplicity we con-
sider a retarded linear system with a single delay

_xxðtÞ ¼ A0xðtÞ þ A1xðt� hÞ ð1Þ

where xðtÞ 2 Rn; h > 0; A0;A1 2 Rn�n.

2.1. On the conservatism of delay-dependent conditions

I. The first transformation

_xxðtÞ ¼ ½A0 þ A1�xðtÞ � A1

ðt
t�h

½A0xðsÞ þ A1xðs� hÞ�ds

ð2Þ

It is well-known (see, for example Kharitonov and
Melchor-Aguilar 2000, Gu and Niculescu 2000) that
(2) is not equivalent to the original one and has addi-
tional dynamics. By choosing a Lyapunov–Krasovskii
functional of the form (see, for example Kolmanovskii
et al. 1999)

VðtÞX xTðtÞP1xðtÞ þ V2 þ V3; P1 ¼ PT
1 > 0 ð3Þ

with

V2 ¼
ð0
�h

ðt
tþ�

xTðsÞR0xðsÞds d�

V3 ¼
ð�h
�2h

ðt
tþ�

xTðsÞR1xðsÞds d�; R0 > 0; R1 > 0

9>>>>=
>>>>;

ð4 a; bÞ
it is found that

_VV ¼ xT½ðA0 þ A1ÞTP1 þ P1ðA0 þ A1Þ�xþ �1 þ �2

þ _VV2 þ _VV3

where

�1ðtÞX � 2

ðt
t�h
xTðtÞPA1A0xðsÞds;

�2ðtÞX � 2

ðt
t�h
xTðtÞPA1A1xðs� hÞds

Two cross terms �1 and �2 should then be bounded. In
the case of m delays, 2m cross terms have to be bounded.
Note that the terms V2 and V3 correspond to delay-
dependent conditions and they compensate the terms
that emerge when bounding the cross terms �1 and �2.

In the case of a system with time-varying delay

_xxðtÞ ¼ A0xðtÞ þ A1xðt� �ðtÞÞ

0 � � � h; _��ðtÞ � d < 1 ð5Þ

the Lyapunov–Krasovskii functional has the form of (3)
with V2 given by (4 a) and V3 of the form (Kim 2001)

V3 ¼
ð��

���h

ðt
tþ�

xTðsÞR1xðsÞds d�

Differentiation of V3 leads to additional terms due to the
fact that the limits of the integral (�� and �� � h)
depend on t.

II. The second (neutral type) transformation brings (1)
to the equivalent system

d

dt
xðtÞ þ A1

ðt
t�h
xðsÞds

� �
¼ ðA0 þ A1ÞxðtÞ

A Lyapunov–Krasovskii functional for this case has the
form (see e.g. Niculescu 2001)

VðtÞXDTðxtÞP1DðxtÞ þ V2; P1 ¼ PT
1 > 0

where V2 is given by (4 a)

DðxtÞ ¼ xðtÞ þ A1

ðt
t�h
xðsÞds

Under an additional assumption on the stability of D
(i.e. asymptotic stability of the equation DðxtÞ ¼ 0) the
system is asymptotically stable if _VVðtÞ < 0. This assump-
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tion is difficult to verify. Sufficient condition for the
stability of D is that hjA1j < 1, where j � j is any matrix
norm, but the latter may lead to conservative results (see
Example 2 in Fridman 2001).

In the case of transformation II

_VV ¼ xTðtÞ½ðA0 þ A1ÞTP1 þ P1ðA0 þ A1Þ�xðtÞ þ �1 þ _VV2

where

�1 ¼ 2

ðt
t�h
xTðtÞðA0 þ A1ÞTPA1xðsÞds

The number of cross terms that have to be bounded in
this case is thus half of those obtained by applying the
first transformation.

Transformation II is not appropriate for the case of
time-varying delay.

III. The third transformation leads to the system

_xxðtÞ ¼ ðA0 þ A1ÞxðtÞ � A1

ðt
t�h

_xxðsÞds

which is equivalent to the original system (for absolutely
continuous initial functions). Here the Lyapunov–
Krasovskii functional has the form (Kolmanovskii and
Richard 1999, Park 1999)

VðtÞX xTðtÞP1xðtÞ þ ~VV2 þ V3; P1 ¼ PT
1 > 0

where

~VV2 ¼
ð0
�h

ðt
tþ�

_xxTðsÞAT
1RA1 _xxðsÞdsd�

V3 ¼
ðt
t�h
xTðsÞSxðsÞds

Note that term V3 corresponds to delay-independent
stability. It is found that

_VV ¼ xT½ðA0 þ A1ÞTP1 þ P1ðA0 þ A1Þ�xþ �1

þ h _xxTðtÞAT
1RA1 _xxðtÞ

�
ð0
�h

_xxTðtþ �ÞAT
1RA1 _xxðtþ �Þd�þ _VV3

where

�1ðtÞX � 2

ðt
t�h
xTðtÞP1A1 _xxðsÞds

The additional positive term h _xxTðtÞAT
1RA1 _xxðtÞ in the

expression for _VV is treated then as

h _xxTðtÞAT
1RA1 _xxðtÞ ¼ hðA0xðtÞ

þ A1xðt� hÞÞTAT
1RA1ðA0xðtÞ

þ A1xðt� hÞÞ

The vectors xðtÞ and xðt� hÞ are considered further to
be independent and they are treated as in the delay-
independent case. This leads to an additional conserva-
tism.

Transformation III may be adapted to treat the first
case of time-varying delays.

IV. The fourth (descriptor) transformation was intro-
duced in Fridman (2001)

_xxðtÞ ¼ yðtÞ; yðtÞ ¼ A0xðtÞ þ A1xðt� hÞ ð6Þ

The latter can be represented in the form of a descriptor
system with distributed delay in the ‘fast variable’ y for
t � h

_xxðtÞ ¼ yðtÞ; yðtÞ ¼ ðA0 þ A1ÞxðtÞ � A1

ðt
t�h
yðsÞds

ð7Þ

Conversely, every solution of (7) satisfies (1) for t � h.
Hence, the linear systems (7) and (1) are equivalent from
the point of view of stability, i.e. stable or unstable
simultaneously.

The Lyapunov–Krasovskii functional for the latter
system has the form:

VðtÞ ¼ ½xTðtÞ yTðtÞ�EP
xðtÞ

yðtÞ

" #
þ V2 ð8Þ

where

E ¼
I 0

0 0

" #
; P ¼

P1 0

P2 P3

" #
; P1 ¼ PT

1 > 0 ð9Þ

V2 ¼
ð0
�h

ðt
tþ�

yTðsÞRyðsÞdsd�; R > 0 ð10Þ

In this case

_VV ¼ �TC� þ �1 þ _VV2

where � ¼ colfx; yg

CXPT
0 I

A0 þ A1 �I

" #
þ

0 ðA0 þ A1ÞT

I �I

2
4

3
5P

�1ðtÞX � 2

ðt
t�h

½xTðtÞ yTðtÞ�PT
0

A1

" #
yðsÞds

It will be shown in the next section that the same
results remain true in the case of continuous and
bounded delay � � h.

The delay-dependent results are conservative under
all transformations due to the bounding of the cross
terms. In this sense transformations II–IV lead to less
restrictive methods having fewer cross terms. In the case
of multiple delays or when additional terms appear in
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the right-hand side of (1) the difference between the
number of the cross terms in transformations I and
those in II–IV increases. While transformation I leads
to a system that is not equivalent to the original one,
transformation II requires an additional restrictive
assumption, transformation III introduces additional
terms in _VV , that increases the overdesign, and transfor-
mation IV does not require additional assumptions or
terms and is, therefore, the least conservative.

2.2. Parametrized model transformation

All the tranformations presented above are fixed
model transformations (Niculescu 2001 b), that rewrite
the delayed term A1xðt� hÞ via integration.

A different idea is the application of a parmetrized
model transformation with a new matrix parameter C

_xxðtÞ ¼ ðA0 þ CÞxðtÞ þ ðA1 � CÞxðt� hÞ þ Cxðt� hÞ
ð11Þ

The term ðA1 � CÞxðt� hÞ is then treated as in the
delay-independent case, while the term Cxðt� hÞ is
rewritten via a fixed model transformation. The combi-
nation of the parametrized transformation with trans-
formation I was used by Zhang et al. (2002) and the
combination with transformation II appears in Han
(2002).

In the present paper we concentrate on applying the
descriptor model transformation together with the
bounding method of Park (1999). We found that the
parametrized model transformation does not lead to
less conservative results.

2.3. Park’s inequality for bounding of cross terms

In the delay-dependent case the following inequality
was used for bounding the cross terms: given a; b 2 Rn

2aTb � aTRaþ bTR�1b; R 2 Rn�n; R > 0 ð12Þ

This bound was significantly improved in Park (1999)
and applied to delay-dependent stability results that
were based on transformation III.

Park introduced a free matrix M 2 Rn�n and
obtained the new inequality

�2aTb �
a

b

" #T R RM

MTR �

" #
a

b

" #
ð13Þ

for a 2 Rn; b 2 Rn; R 2 Rn�n; R > 0. Here � ¼
ðMTRþ IÞR�1ðRM þ IÞ. Note that (12) is obtained
from (13) for M ¼ 0.

The delay-independent result that was obtained in
the past stems from the delay-dependent method under
transformation III and (13) by taking R ¼ �M�1 ¼ �"I
with " ! 0þ and a ¼ A1xðsÞ; b ¼ PxðtÞ. The following
LMI is obtained

GþOð"Þ < 0; G ¼
P1A0 þ AT

0P1 þ S P1A1

AT
1P1 �S

2
4

3
5

The well-known delay-independent condition G < 0
thus follows. Unlike methods based on the restrictive
bounding (12), Park’s condition generalizes the delay-
independent condition G < 0 and the delay-dependent
condition of Kolmanovskii and Richard (1999), based
on transformation III and (12). It has been shown
recently, using the frequency domain approach (Zhang
et al. 2001), that the condition of Park (1999) generalizes
also the delay-dependent condition of Li and de Souza
(1997), which is based on transformation I. An example
where Park’s condition holds for all h, whereas the con-
ditions that are based on (12) are feasible only for small
h � 0, is given in Zhang et al. (2001).

3. Stability of neutral systems under descriptor model

transformation with Park’s bounding: time-varying

delays

Application of the less conservative model transfor-
mation with tighter bounding of the cross terms leads to
efficient sufficient conditions. Consider the following
system with time-varying delays

_xxðtÞ �
X2
i¼1

Fi _xxðt� giÞ ¼
X2
i¼0

Aixðt� �iðtÞÞ

xðtÞ ¼ �ðtÞ; t 2 ½�h; 0�

9>>=
>>; ð14Þ

where gi � 0; i ¼ 1; 2 and xðtÞ 2 Rn; �0 � 0, Ai and Fi
are constant n� n-matrices, � is a continuously differ-
entiable initial function. We consider two different cases:

A1: �iðtÞ are differentiable functions, satisfying for all
t � 0

0 � �iðtÞ � hi; _��iðtÞ � di; i ¼ 1; 2 ð15Þ
or

A2: �iðtÞ are continuous functions, satisfying for all
t � 0, 0 � �iðtÞ � hi; i ¼ 1; 2:

Taking in (14) h ¼ maxfh1; h2; g1; g2g, we are look-
ing for stability criteria, delay-independent with respect
to gi and dependent on hi and di. We consider, for sim-
plicity, two delays g1; g2 and �1; �2, but all the results
are easily generalized for the case of any finite number of
delays. Representing (14) in the descriptor form

_xxðtÞ ¼ yðtÞ; yðtÞ �
X2
i¼0

Fiyðt� giÞ

¼
X2
i¼0

Ai

" #
xðtÞ �

X2
i¼1

Ai

ðt
t��iðtÞ

yðsÞ ds ð16Þ
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and denoting

�xxðtÞ ¼ colfxðtÞ; yðtÞg

consider the following Lyapunov–Krasovskii functional

VðtÞ ¼ �xxTðtÞEP�xxðtÞ þ V2 þ V3 þ V4 ð17Þ

where

V2 ¼
X2
i¼1

ð0
�hi

ðt
tþ�

yTðsÞAT
i RiAiyðsÞdsd�

V3 ¼
X2
i¼1

ðt
t�gi

yTðsÞUiyðsÞds

V4 ¼
X2
i¼1

ðt
t��iðtÞ

xTðsÞSixðsÞds

The new term V3 that appears in (17) (comparatively to
(8)) is due to the neutral type system. The term V4 is
used in order to apply Park’s inequality. The following
result is based on (13).

Theorem 1: Under A1 the neutral system (14) is stable
if there exist n� n matrices 0 < P1; P2; P3; Si ¼ ST

i ;
Ui ¼ UT

i ; Wi1; Wi2 and Ri ¼ RT
i ; i ¼ 1; 2 that satisfy

the LMI:

C1 C2 h1F11 h2F21 �WT
11A1 �WT

21A2 PT
2 F1 PT

2 F2

� C3 h1F12 h2F22 �WT
12A1 �WT

22A2 PT
3 F1 PT

3 F2

� � �h1R1 0 0 0 0 0

� � � �h2R2 0 0 0 0

� � � � �S1ð1� d1Þ 0 0 0

� � � � � �S2ð1� d2Þ 0 0

� � � � � � �U1 0

� � � � � � � �U2

2
6666666666666666666664

3
7777777777777777777775

< 0

ð18Þ

where

C1 ¼
X2
i¼0

AT
i

 !
P2 þ PT

2

X2
i¼0

Ai

 !

þ
X2
i¼1

ðWT
i1Ai þ AT

i Wi1Þ þ
X2
i¼1

Si

C2 ¼ P1 � PT
2 þ

X2
i¼0

AT
i

 !
P3 þ

X2
i¼1

AT
i Wi1

C3 ¼ �P3 � PT
3 þ

X2
i¼1

ðUi þ hiAT
i RiAiÞ

Fi1 ¼ ½WT
i1 þ PT

2 �; Fi2 ¼ ½WT
i2 þ PT

3 �; i ¼ 1; 2

9>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>;

ð19Þ

Proof: Since

�xxTðtÞEP�xxðtÞ ¼ xTðtÞP1xðtÞ

differentiating the first term of (17) with respect to t we
have:

d

dt
�xxTðtÞ �EEP�xxðtÞ ¼ 2xTðtÞP1 _xxðtÞ ¼ 2�xxTðtÞPT

_xxðtÞ

0

" #

ð20Þ

Substituting (16) into (20) we obtain

dVðxtÞ
dt

� �T

C PT
0

F1

" #
PT

0

F2

" #

� �U1 0

� � �U2

2
6666664

3
7777775
� þ

X2
i¼1

�i

�
X2
i¼1

½ð1� diÞxTðt� � iÞSixðt� � iÞ

þ yTðt� giÞUiyðt� giÞ�

�
X2
i¼1

ðt
t�hi

yTðsÞAT
i RiAiyðsÞ ds ð21Þ

where �X colf�xxðtÞ ; yðt� g1Þ; yðt� g2Þg

CXPT

0 I

X
i¼0

2
Ai

 !
�I

2
664

3
775þ 0

X2
i¼0

AT
i

 !

I �I

2
664

3
775P

þ

X2
i¼1

Si 0

0
X2
i¼1

ðUiþhiAT
i RiAiÞ

2
666664

3
777775

�iðtÞX �2

ðt
t�� i

�xxTðtÞPT
0

In

" #
AiyðsÞds; i¼ 1;2

9>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>;
ð22Þ

Applying (13), where R ¼ Ri,M ¼Mi, aðsÞ ¼ AiyðsÞ
and b ¼ ½P2 P3��xxðtÞ, and denoting �WWi ¼ ½Wi1 Wi2� ¼
RiMi½P2 P3�, we obtain for i ¼ 1; 2

�iðtÞ � hi �xx
TðtÞð �WWT

i þ ½P2 P3�TÞR�1
i ð �WWi þ ½P2 P3�Þ�xxðtÞ

þ 2ðxTðtÞ � xTðt� � iÞÞAT
i
�WWi �xxðtÞ

þ
ðt
t�hi

yTðsÞAT
i RiAiyðsÞds ð23Þ
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Substituting (23) into (21) and using Schur comple-

ments we find _VV < 0. Note that (18) implies the feasi-

bility of the LMI

�PT
3 � P3 þ

X2
i¼1

Ui PT
3A1 PT

3A2

� �U1 0

� � �U2

2
66666664

3
77777775
< 0

and thus also the delay-independent stability of the dif-

ference operator Dxt ¼ xðtÞ � F1xðt� g1Þ � F2xðt� g2Þ
(Fridman 2002 b). Therefore, equation (14) is asympto-

tically stable. &

Corollary 1: Assume A2. The neutral system (14) is

stable if there exist n� n matrices 0 < P1; P2; P3;
Ui ¼ UT

i and Ri ¼ RT
i ; i ¼ 1; 2 that satisfy the following

LMI

C1 C2 h1P
T
2 h2P

T
2 PT

2F1 PT
2F2

� C3 h1P
T
3 h2P

T
3 PT

3F1 PT
3F2

� � �h1R1 0 0 0

� � � �h2R2 0 0

� � � � �U1 0

� � � � � �U2

2
6666666666666666664

3
7777777777777777775

< 0

ð24Þ

where Wi1 ¼Wi2 ¼ 0; Si ¼ 0; i ¼ 1; 2.

Proof: The proof follows from the proof of Theorem

1 by choosing M ¼ 0 in (13). LMI (24) is similar to

Fridman (2001). &

Remark 1: Note that in Fridman and Shaked

(2002 a), Park’s inequality was used with

aðsÞ ¼ colf0; AiyðsÞg and b ¼ PxðtÞ, that lead to

2n� 2n matrices Ri and Wi ¼ RiMiP. As a result, a

more complicated form of LMI was derived. The latter

LMI led to conservative conditions in the case of

state-feedback controller design, where it was assumed

that Wi ¼ "iP; "i 2 R.

For Wi1 ¼ �P2; Wi2 ¼ �P3; Ri ¼ "In=hi; i ¼ 1; 2,

LMI (18) implies for " ! 0þ the delay-independent/

delay-derivative-dependent LMI

F PT
0

A1

" #
PT

0

A2

" #
PT

0

F1

" #
PT

0

F2

" #

� �S1ð1�d1Þ 0 0 0

� � �S2ð1�d2Þ 0 0

� � � �U1 0

� � � � �U2

2
66666666666664

3
77777777777775
< 0

ð25Þ

where

F ¼ PT
0 I

A1 �In1

" #
þ

0 I

A1 �In1

" #T
P

þ
X2
i¼1

Si 0

0 Ui

" #

If LMI (25) is feasible then (18) is feasible for a small
enough " > 0 and for Ri and �WWi given above. Thus,
Theorem 1 implies the following delay-independent/
delay-derivative-dependent conditions.

Corollary 2: Under A1 the system of (14) is asymptoti-
cally stable for all hi � 0; gi � 0; i ¼ 1; 2 if there exist
0 < P1 ¼ PT

1 ; P2; P3; Ui ¼ UT
i and Si ¼ ST

i ; i ¼ 1; 2
that satisfy (25).

Similar to the case of Park (1999), the conditions of
Theorem 1 are feasible for all hi � 0 if (25) holds.
Corollary 2 and the existing delay-independent con-
ditions (Verriest and Niculescu 1998) lead to comple-
mentary results: in Fridman (2002 b) two examples are
given, for one of them the conditions of Verriest and
Niculescu (1998) are feasible whereas those of
Corollary 2 are not. In the second example, the opposite
situation occurs.

3.1. Stability in the case of polytopic uncertainty

The LMI of (18) is affine in the system matrices,
therefore Theorem 1 can be used to derive a criterion
that will guarantee the stability in the case where the
system matrices are not exactly known and they reside
within a given polytope.

Denoting

O ¼ Ai Fi; i ¼ 1; 2 A0½ �

we assume that O 2 CofOj; j ¼ 1; . . . ;Ng, namely

O ¼
XN
j¼1

fjOj for some 0 � fj � 1;
XN
j¼1

fj ¼ 1

where the N vertices of the polytope are described by
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Oj ¼ ½Að jÞ
i F

ð jÞ
i ; i ¼ 1; 2 A

ð jÞ
0

�

We readily obtain the following.

Corollary 3: Assume A1. Consider the system of (14),
where the system matrices reside within the polytope O.
This system is asymptotically stable for all positive de-
lays g1; g2 if there exist n� n-matrices 0 < P

ð jÞ
1 ;

j ¼ 1; . . . ;N; Wi1; Wi2; P2; P3; and Ri; U
ðjÞ
i ;

S
ðjÞ
i i ¼ 1; 2; j ¼ 1; . . . ;N that satisfy (18) for
j ¼ 1; . . . ;N, where the matrices

A0;Ai;Fi;P1;Ui;Si; i ¼ 1; 2

are taken with the superscript j.

Corollary 1 can be similarly generalized to the case
of polytopic uncertainty.

Corollary 4: Assume A2. Consider the system of (14),
where the system matrices reside within the polytope O.
This system is asymptotically stable for all positive de-
lays g1; g2 if there exist n� n-matrices 0 < P

ð jÞ
1 ;

j ¼ 1; . . . ;N; P2; P3; and Ri; U
ð jÞ
i ; i ¼ 1; 2; j ¼ 1; . . . ;N

that satisfy (24) for j ¼ 1; . . . ;N, where the matrices

A0; Ai; Fi; P1;Ui; i ¼ 1; 2

are taken with the superscript j.

3.2. Examples

Example 1a (Li and de Souza 1997): Consider the
system with constant delay

_xxðtÞ ¼ A0xðtÞ þ A1xðt� hÞ ð26Þ

where

D1 ¼ 0; A0 ¼
�2 0

0 �0:9

" #
; A1 ¼

�1 0

�1 �1

" #

In Park (1999) (transformation III) it was found that the
system is asymptotically stable for h � 4:36 and this
bound is less conservative than the bound h � 0:99

that follows from the conditions of Li and de Souza
(1997) (transformation I) and Niculescu (2001 a) (trans-
formation II), and slightly better than the bound
h � 4:35 that follows from the conditions of Zhang
et al. (2002) (transformation I with parametrizing one
and Park’s inequality) and of Han (2002) (transforma-
tion II with parametrizing one). By Theorem 1 we
obtain the less restrictive bound h � 4:47.

The exact upper bound h�, such that for h > h� the
system is unstable, is found by Nyquist criterion to be
h� ¼ 6:1726. Note that the descritized Lyapunov func-
tional technique of Gu (1999) leads to less conservative
results than the model tranformation methods. However,
it is computationally more complicated and it is not
appropriate for the case of time-varying delay A2.

Example 1b: By changing the coefficient �0:9 in A0 to
0:9 we obtain the following results: h � 0:05 by Li and
de Souza (1997), h � 0:22 by Park (1999), h � 0:23 by
Zhang (2002) and h � 0:99 by Niculescu (2001 a), and
Han (2002). By Theorem 1 we obtain an improvement:
h � 1:025. In this case h� ¼ 1:21.

The results of Examples 1a and 1b are summarized
in tables 1 and 2, respectively. We see that in both ex-
amples the most conservative condition was obtained
via transformation I and the least conservative was
achieved via transformation IV. The results via transfor-
mations II and III (with Park’s inequality) do not show
a consistent advantage of one of these transformations
over the other. Note that transformation II with para-
metrizing one (Han, 2002) leads to less conservative
results than transformation III (with Park’s inequality)
results, but one has to choose appropriately C in (11)
and then to use the conditions of Han (2002), otherwise
these conditions are non-linear matrix inequalities. The
results via transformation I with parametrizing transfor-
mation and via transformation III (with Park’s inequal-
ity) are approximately the same.

Example 2 (Kim 2001): We consider
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Transformation I II III I+param. II+param. IV Nyquist

Max h 0.99 0.99 4.36 4.35 4.35 4.47 6.17

Table 1. Example 1a.

Transformation I II III I+param. II+param. IV Nyquist

Max h 0.05 0.99 0.22 0.23 0.99 1.025 1.21

Table 2. Example 1b.



_xxðtÞ ¼
�2þ �1 0

0 �1þ �2

" #
xðtÞ

þ
�1þ 1 0

�1 �1þ 2

" #
xðt� �ðtÞÞ

j�1j � 1:6; j�2j � 0:05; j1j � 0:1; j2j � 0:3

In Kim (2001), where the case A1 (with
0 � � � h; _�� � d < 1) was treated via transformation
I, the maximum values of h for which stability is secured
was found as a function of the bound d on the delay rate
of change. For d ¼ 0 the maximum value of h ¼ 0:2412
was reported and compared with previous results in the
literature. Applying the method of Corollary 3 we
obtained for d ¼ 0 that the system is asymptotically
stable for the maximum value of h ¼ 1. Our results are
favourably compared to those in Kim (2001) also for
d 6¼ 0. In figure 1 we depict the maximum achievable h
as a function of d. There, we bring the results that stem
from Corollary 3 (the rate dependent case A1) and the
extension of Corollary 1 to the rate independent poly-
topic uncertainty case A2 with 0 � � � h. These results
are compared to those reported in Kim (2001). We see
that our results even in the case A2 are significantly
better than those of Kim (2001).

Remark 2: The results under transformation IV,
being the least conservative, have relatively compli-
cated form. In the case when sufficient conditions are
sought for robust stability with respect to small
delays (without maximizing the size of the delay), one
can use the simplest transformation which is appro-
priate for the problem. Thus, in Fridman (2002 a)
sufficient conditions for robustness of stability of

singularly perturbed system with respect to small
values of delay and of the singular perturbation para-
meter were derived via transformation I.

4. H1 control of systems with time-varying state

delays

In this section we improve results of Fridman and
Shaked (2001, 2002 a), based on transformation IV, and
extend them to the case of time-varying delay. To the
best of our knowledge, H1 control was treated in the
past only via transformation I in the case of constant
delays (see, for example, de Souza and Li 1999). In the
case where the time-delay appears only in the input and
it is constant, the solution of the H1control problem
was obtained in Tadmor (2000). In the case of constant
known delay in the state the H1 control problem was
solved in Fridman and Shaked (1998) via general
Lyapunov–Krasovskii functional.

4.1. Delay-dependent bounded real lemma (BRL)

Given the system

_xxðtÞ �
X2
i¼1

Fi _xxðt� giÞ ¼
X2
i¼0

Aixðt� �iðtÞÞ þ B1wðtÞ

xðtÞ ¼ 0; t � 0

zðtÞ ¼ CxðtÞ

9>>>>>>=
>>>>>>;
ð27Þ

where xðtÞ 2 Rn is the system state vector,
wðtÞ 2 Lq2½0; 1� is the exogenous disturbance signal
and zðtÞ 2 Rp is the state combination (objective func-
tion signal) to be attenuated. The time delays are defined
in } 3. The matrices Ai; i ¼ 0; . . . ; 2; Fi; i ¼ 1; 2; B1 and
C are constant matrices of appropriate dimensions. For
a prescribed scalar  > 0, we define the performance
index

JðwÞ ¼
ð1
0

ðzTz� 2wTwÞ ds ð28Þ

Using the argument of the previous section we obtain
the following BRL.

Lemma 1: Consider the system of (27). Assume A1.
For a prescribed  > 0, the cost function (28) achieves
JðwÞ < 0 for all non-zero w 2 Lq2½0; 1Þ and for all posi-
tive delays g1; g2, if there exist P of (9)

Wi ¼
�P1 0

Wi1 Wi2

" #
ð29Þ

and n� n-matrices Si ¼ ST
i ; Ui ¼ UT

i ; Ri ¼ RT
i that

satisfy the LMI: (see (30) at bottom of next page)
where for i ¼ 1; 2
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Figure 1. Stability bounds of the time-delay h as a function
of d.



�CCXPT

0 I

X2
i¼0
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 !
�I

2
664

3
775þ

0
X2
i¼0

AT
i

 !

I �I

2
664

3
775P

þ

X2
i¼1

Si 0

0
X2
i¼1

ðUi þ hiAT
i RiAiÞ

2
666664

3
777775

þ
X2
i¼1

WT
i

0 0

Ai 0

" #
þ
X2
i¼1

0 AT
i

0 0

2
4

3
5Wi

FT
i ¼ ½0 In�½Wi þ P�

Similarly to Corollary 1, the rate-independent result
is obtained by choosingMi ¼ 0 and thusWi1 ¼Wi2 ¼ 0.

Corollary 5: Assume A2. For a prescribed  > 0, the
cost function (28) achieves JðwÞ < 0 for all non-zero
w 2 Lq2½0; 1Þ and for all positive delays g1; g2, if there
exist P of (9), and n� n-matrices Ui ¼ UT

i ; Ri ¼ RT
i

that satisfy the LMI:

C PT
0

B1

" #
h1F1 h2F2 PT

0

F1

" #
PT

0

F2

" #
CT

0

" #

� �2I 0 0 0 0 0

� � �h1R1 0 0 0 0

� � � �h2R2 0 0 0

� � � � �U1 0 0

� � � � � �U2 0

� � � � � � �Ip

2
666666666666666666664

3
777777777777777777775

< 0

ð31Þ

where Fi ¼ ½P2 P3�T; i ¼ 1; 2 and

C ¼ PT

0 I

X2
i¼0

Ai

 !
�I

2
664

3
775þ

0
X2
i¼0

AT
i

 !

I �I

2
664

3
775P

þ

0 0

0
X2
i¼1

ðUi þ hiAT
i RiAiÞ

2
664

3
775

4.2. State-feedback H1 control.

Given the system

_xxðtÞ �
X2
i¼1

Fi _xxðt� giÞ ¼
X2
i¼0

�AAixðt� �iðtÞÞ þ B1wðtÞ

þ B2uðtÞ

zðtÞ ¼ colf �CCxðtÞ; D12uðtÞg

xðtÞ ¼ 0 8t � 0 ð32Þ

where u 2 R‘ is the control input, F1; F2; �AA0; �AA1; �AA2; B1;
B2 are constant matrices of appropriate dimension, z is
the objective vector, �CC 2 Rp�n and D12 2 Rr�‘. We look
for a state-feedback gain matrix K which, via the control
law

uðtÞ ¼ KxðtÞ ð33Þ

achieves JðwÞ < 0 for all non-zero w 2 Lq2½0; 1Þ:
Substituting (33) into (32), we obtain the structure of

(14) with

A0 ¼ �AA0 þ B2K ; Ai ¼ �AAi; i ¼ 1; 2

CTC ¼ �CCT �CC þ KTDT
12D12K ð34Þ
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�CC PT
0

B1

" #
h1F1 h2F2 �WT

1

0

A1

" #
�WT

2

0

A2

" #
PT

0

F1

" #
PT

0

F2

" #
CT

0

2
4

3
5

� �2I 0 0 0 0 0 0 0

� � �h1R1 0 0 0 0 0 0

� � � �h2R2 0 0 0 0 0

� � � � �ð1� d1ÞS1 0 0 0 0

� � � � � �ð1� d2ÞS2 0 0 0

� � � � � � �U1 0 0

� � � � � � � �U2 0

� � � � � � � � �Ip

2
66666666666666666666666666664

3
77777777777777777777777777775

< 0 ð30Þ



Applying the BRL of } 4.1 to the above matrices, a non-
linear matrix inequality is obtained due to the terms
PT
2B2K and PT

3B2K .
In order to obtain a LMI we restrict ourselves to the

case of

Wi ¼ diag f�In; "igP; i ¼ 1; 2

where "i 2 Rn�n is a diagonal matrix. Such a choice for
Wi is less conservative than the one in Fridman and
Shaked (2002 a), where Wi ¼ "iP for a scalar "i. For
"i ¼ �In (30) yields the delay-independent condition.

It is obvious from the requirement of 0 < P1, and the
fact that in (30) �ðP3 þ PT

3 Þ must be negative definite,
that P is non-singular. Defining

P�1 ¼ Q ¼
Q1 0

Q2 Q3

" #
and � ¼ diagfQ; Ig

ð35aNbÞ

we multiply (30) by �T and �, on the left and on the
right, respectively. Applying Schur formula to the quad-
ratic term in Q, and denoting �SSi ¼ S�1

i ; �UUi ¼ U�1
i and

�RRi ¼ R�1
i ; i ¼ 1; 2 we obtain, similarly to Fridman and

Shaked (2002 a), the following.

Theorem 2: Assume A1. Consider the system of (32)

and the cost function of (28). For a prescribed 0 < ,
the state-feedback law of (33) achieves JðwÞ < 0 for all

non-zero w 2 Lq2½0; 1Þ if for some diagonal matrices
"1; "2 2 Rn�n, there exist Q1 > 0; �SS1; �SS2; �UU1; �UU2; Q2;
Q3; �RR1; �RR2 2 Rn�n and Y 2 R‘�n that satisfy the LMI
given in (36) (see bottom of page), where

� ¼ Q3 �QT
2 þQ1

X2
i¼0

�AAT
i þ

X2
i¼1

�AAT
i "i

 !
þ YTBT

2

The state-feedback gain is then given by

K ¼ YQ�1
1 ð37Þ

Choosing "i ¼ 0, we obtain the counterpart of the

Theorem 2 for the case A2

Corollary 6: Assume A2. Consider the system of (32)

and the cost function of (28). For a prescribed 0 < ,
the state-feedback law of (33) achieves JðwÞ < 0 for all

non-zero w 2 Lq2½0; 1Þ if there exist Q1 > 0; �UU1; �UU2;
Q2; Q3; �RR1; �RR2 2 Rn�n and Y 2 R‘�n that satisfy the
LMI given in (38) (see bottom of next page)
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Q2 þQT
2 � 0 0 0 0 0 Q1 Q1 Q1

�CCT YTDT
12 0 QT

2 0 QT
2 h1Q

T
2A

T
1 h2Q

T
2A

T
2

� �Q3 �QT
3 B1 h1ð"1 þ InÞ �RR1 h2ð"2 þ InÞ �RR2 "1A1

�SS1 "2A2
�SS2 0 0 0 0 F1 �UU1 QT

3 F2 �UU2 QT
3 h1Q

T
3A

T
1 h2Q

T
3A

T
2

� � �Iq 0 0 0 0 0 0 0 0 0 0 0 0 0 0

� � � �h1 �RR1 0 0 0 0 0 0 0 0 0 0 0 0 0

� � � � �h2 �RR2 0 0 0 0 0 0 0 0 0 0 0 0

� � � � � 0 0 0 0 0 0 0 0 0 0 0 0

� � � � � �ð1� d1Þ �SS1 0 0 0 0 0 0 0 0 0 0 0

� � � � � � �ð1� d2Þ �SS2 0 0 0 0 0 0 0 0 0 0

� � � � � � � � �SS1 0 0 0 0 0 0 0 0 0

� � � � � � � � � �SS2 0 0 0 0 0 0 0 0

� � � � � � � � � �I 0 0 0 0 0 0 0

� � � � � � � � � � �I 0 0 0 0 0 0

� � � � � � � � � � � � �UU1 0 0 0 0 0

� � � � � � � � � � � � � �UU1 0 0 0 0

� � � � � � � � � � � � � � �UU2 0 0 0

� � � � � � � � � � � � � � � �UU2 0 0

� � � � � � � � � � � � � � � �h1 �RR1 0

� � � � � � � � � � � � � � � � �h2 �RR2

3
777777777777777777777777777777777777777777777777777777777777777775

< 0

ð36Þ



where

� ¼ Q3 �QT
2 þQ1

X2
i¼0

AT
i

 !
þ YTBT

2

The state-feedback gain is then given by (37).

Remark 3: The conditions of Corollaries 5 and 6 in
the case of F1 ¼ F2 ¼ 0 and constant delays are similar
to those of Fridman and Shaked (2001).

The results of this section may be adapted to the case
of systems with polytopic uncertainties similarly to } 3.2.

The case of output-feedback H1control for systems
with time-varying delays can be treated similarly to
Fridman and Shaked (2002 a) with corresponding mod-
ification of the first phase (state-feedback) as above.

Example 3: Li and de Souza (1997). We consider the
system

_xxðtÞ ¼ �AA0xðtÞ þ �AA1xðt� �Þ þ B1wðtÞ þ B2uðtÞ

zðtÞ ¼ colf �CCxðtÞ; D12uðtÞg

9=
; ð39Þ

where

�AA0 ¼
0 0

0 1

" #
; �AA1 ¼

�1 �1

0 �0:9

" #

B1 ¼
1

1

" #
; B2 ¼

0

1

" #

�CC ¼ ½0 1�; D12 ¼ 0:1

9>>>>>>>>>>=
>>>>>>>>>>;

ð40Þ

Applying the method of Li and de Souza (1997) based
on transformation I (Corollary 3.2 there) it was found
that, for _�� � 0, the system is stabilizable for all � < 1.
For, say, � ¼ 0:999 a minimum value of  ¼ 1:8822
results for K ¼ �½0:104 52 749 058�. Using the method
of Fridman and Shaked (2001) (transformation IV with
(12)) for _�� � 0, a minimum value of  ¼ 0:228 44 was
obtained for the same value of � with a state-feedback
gain of K ¼ ½0� 182 194�. By Corollary 6, the same 
and K are achieved in the case A2 of time-varying delay
�ðtÞ � 0:999.

Consider now the case A1 with 0 � � � h;
_�� � d < 1. Applying, for _�� � 0 and � ¼ �0:3, the
method of Fridman and Shaked (2002 a) (Theorem 3.1
there), a maximum value of h ¼ 1:28 was obtained for
which a state-feedback controller stabilizes the system.
The corresponding feedback gain was
K ¼ ½0� 1:2091� 106�. Using Theorem 2 of the present
paper we obtain for d ¼ 0 a maximum value of
h ¼ 1:408 for which there exists a state-feedback gain
that stabilizes the system. The maximum values of h
that still allow stabilizabilty via state-feedback are
depicted in figure 2 as a function of d. In figure 3 we
describe the minimum achievable value of  as a func-
tion of d for h ¼ 1:38 and for �1 ¼ �0:29 and �2 ¼ �1.
The latter value of h is quite close to the maximum
achievable value of h ¼ 1:408.

5. Conclusions

Sources for the conservatism of delay-dependent
stability methods have been revealed, and the advan-
tages of the one under descriptor transformation have
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been demonstrated. A delay-dependent LMI solution is

proposed for the problems of stability and H1control of

linear systems with time-varying delays. This solution is

based on the descriptor model transformation and

Park’s inequality for bounding of cross terms. Two

types of results for systems with time-varying delays

have been derived: delay-dependent/rate-dependent

and delay-dependent/rate-independent. In both cases,

the new stability results are less restrictive than the exist-

ing results (Kim 2001), obtained for the first (less robust)

case via transformation I. Our results for the second

case, which includes fast-varying delays, seem to be

the first results that are based on Lyapunov–

Krasovskii functionals. The conditions that we have

obtained for H1control of systems with constant delays
are less conservative than those of Fridman and Shaked
(2002 a).

Recently an improved inequality for bounding of
cross terms has been suggested in Moon et al. (2001).
This new inequality introduces additional degrees of
freedom in the solution which may be used to improve
the synthesis part of } 4 (Fridman and Shaked 2002 b).
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