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Digital implementation of derivative-dependent

control by using delays for stochastic multi-agents
Jin Zhang and Emilia Fridman

Abstract—In this paper, we study digital implementation of
derivative-dependent control for consensus of stochastic multi-
agent systems. The consensus controllers that depend on the
output and its derivatives are approximated as delayed sampled-
data controllers. First, we consider the nth-order stochastic
multi-agent systems. Second, we consider PID control of the
second-order stochastic multi-agent systems. For the consensus
analysis, we propose novel Lyapunov functionals to derive linear
matrix inequalities (LMIs) that allow to find admissible sampling
period. The efficiency of the presented approach is illustrated by
numerical examples.

Index Terms—Sampled-data control, stochastic multi-agent
systems, consensus, LMIs.

I. INTRODUCTION

During the last decade, consensus of multi-agent systems

has received much attention due to its wide applications [1].

Consensus requires all agents to achieve a desired objective

via neighbors’ information. For example, the second-order

consensus problem was studied by the position and velocity

information [2], [3]. If the velocity (i.e. the derivative of the

position) is not available, it can be approximated by finite

differences leading to a delayed feedback (see e.g. [4], [5],

[6], [7], [8], [9], [10] and reference therein). This idea has

been employed for the second-order deterministic multi-agent

systems in [11], [12], [13].

In networked control systems (NCSs), the asynchronous and

aperiodic sampling may emerge. An estimate on the bound

of the coupling strength preserving multiconsensus of single

integrators under the asynchronous and aperiodic sampling

was provided in [14]. Consensus of second-order multi-agent

systems with arbitrary asynchronous and aperiodic sampling

periods was studied in [15] by designing an observer-based

controller that uses sampled position information only. Leader-

following consensus problem of nonlinear high-order systems

subject to additive bounded disturbances and asynchronously

sampled outputs was studied in [16].

In many areas of applications, e.g. aircraft engineering,

process control, population dynamics, multiplicative noises

that occur due to the parameter uncertainties and nonlinearities

cannot be avoided [17], [18]. Consensus of stochastic multi-

agent systems was studied in [19], [20], [21]. However,

the idea of using the delayed position information has not
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been studied yet for the nth-order deterministic multi-agents

(n ≥ 3) or stochastic multi-agents (n ≥ 2).

In this paper, we first study digital implementation of

derivative-dependent controller by using delays for the nth-

order stochastic multi-agent systems. Following the improved

approximation method by using consecutive sampled outputs

[9], [10], we approximate the consensus controllers that de-

pend on the output and its derivatives up to the order n − 1
as delayed sampled-data controllers. Note that extension to

multi-agent case of appropriate Lyapunov-Krasovskii (L–K)

method is not straightforward since we have to compensate an

additional error due to the sampling that appears in multi-agent

models only. To compensate this error, we construct additional

terms for the corresponding Lyapunov functionals that lead to

LMI conditions.

It is well known that L–K method allows to cope with H∞
performance analysis. As a next step, we consider H∞ PID

control of the second-order stochastic multi-agent systems.

Note that sampled-data PID control of the second-order deter-

ministic single-agent systems has been studied in [22], [23].

If we apply the transformation of [22], [23] to the stochastic

case, we will have an additional non-zero term that has to be

compensated by additional stochastic extension of Lyapunov

functional. Our novel transformation significantly simplifies

the analysis in the stochastic case. Then we propose appropri-

ate Lyapunov functionals that depend on the deterministic and

stochastic parts of the stochastic system. Finally, we present

numerical examples to illustrate the efficiency of the presented

approach. A conference version of the results of Section II was

presented in [24].

Notations and graph theory:

Throughout this paper, 1n = [1, . . . , 1]T ∈ R
n, 0n =

[0, . . . , 0]T ∈ R
n, In is the identity n × n matrix, ⊗ stands

for the Kronecker product, the superscript T stands for matrix

transposition. Rn denotes the n dimensional Euclidean space

with Euclidean norm |·|, Rn×m denotes the set of all n×m real

matrices. Denote by diag{. . . } and col{. . . } block-diagonal

matrix and block-column vector, respectively. X > 0 implies

that X is a positive definite symmetric matrix, |X |2S denotes

XTSX with matrix S and vector X of appropriate dimen-

sions, Ex denotes the mathematical expectation of stochastic

variable x, and the space of the square integrable functions on

[0,∞) with the norm ‖ · ‖L2
is denoted by L2[0,∞).

The communication topology among N agents is repre-

sented by a directed weighted graph G = (V , E ,A), where

V = {1, 2, . . . , N} is the node set, E ⊆ V ×V is the edge set,

A = [aij ] ∈ R
N×N is the weighted adjacency matrix with

aij ≥ 0, ∀i, j ∈ V . It is assumed that aii = 0, ∀i ∈ V . Notice

Authorized licensed use limited to: TEL AVIV UNIVERSITY. Downloaded on February 03,2021 at 17:38:47 UTC from IEEE Xplore.  Restrictions apply. 



0018-9286 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAC.2021.3056364, IEEE
Transactions on Automatic Control

2

that (i, j) ∈ E when aij > 0. An edge (i, j) ∈ E implies that

node i can receive information from node j. Correspondingly,

the Laplacian matrix L = [Lij ] ∈ R
N×N of graph G is defined

by Lii =
∑N

j=1 aij and Lij = −aij when i 6= j. Graph G is

said to have a spanning tree if there exists node i ∈ V such

that node i is reachable from any other nodes.

II. DERIVATIVE-DEPENDENT CONTROL

Consider the nth-order stochastic dynamic for each agent

i ∈ V as follows

y
(n)
i (t) =

∑n−1
j=0

(

aj + cjẇ(t)
)

y
(j)
i (t) + bui(t), (1)

where yi(t) = y
(0)
i (t) ∈ R

p is the output, y
(j)
i (t) is the jth

derivative of yi(t), ui(t) ∈ R
q is the control input, w(t) is the

scalar standard Wiener process [17], [18], and aj , cj ∈ R
p×p,

b ∈ R
p×q are constant matrices. Denoting

xi(t) = col{y(0)i (t), . . . , y
(n−1)
i (t)}

= col{xi,0(t), . . . , xi,n−1(t)} ∈ R
np,

A =













0 Ip 0 . . . 0
0 0 Ip . . . 0
. . . . . . . . . . . . . . .

0 0 0 . . . Ip
a0 a1 a2 . . . an−1













∈ R
np×np,

B = col{0, b} ∈ R
np×q, C = col{0, C̄} ∈ R

np×np,

C̄ = [c0, . . . , cn−1] ∈ R
p×np,

we present (1) as

dxi(t) =
(

Axi(t) +Bui(t)
)

dt+ Cxi(t)dw(t), (2)

where the initial condition is given by xi(0) = x0i .

Given a Laplacian matrix L = [Lij ] of graph G that contains

at least one spanning tree, for the stochastic multi-agent system

(2), it is common to look for a consensus controller of the form

[25]

ui(t) = K̄
∑N

j=1 Lijxj(t) =
∑N

j=1

∑n−1
l=0 LijK̄lxj,l(t)

(3)

with K̄ = [K̄0, . . . , K̄n−1] ∈ R
q×np, such that for any initial

conditions, consensus of the system (2), (3) is exponentially

mean-square achieved with a decay rate α > 0, i.e.

E|xi(t)− xj(t)| ≤ ce−αtE|xi(0)− xj(0)| ∀i, j ∈ V ,
where c > 0 is some constant.

Differently from the state-feedback case with the full knowl-

edge of the agents’ state, we consider the output-feedback

control where the derivatives xj,l(t) in (3) are not available.

As in [9], we employ their finite-difference approximations:

xj,0(t) = x̄j,0(t),

xj,l(t) ≈ x̄j,l(t) =
x̄j,l−1(t)−x̄j,l−1(t−h)

h

= 1
hl

∑l

m=0(−1)m ( l
m )xj,0(t−mh),

j = 1, . . . , N, l = 1, . . . , n− 1

(4)

with a constant delay h > 0 and the binomial coefficients

( l
m ) = l!

m!(l−m)! . By replacing xj,l(t) in (3) with their approx-

imations, we have the following delay-dependent controller

ui(t) =
∑N

j=1

∑n−1
l=0 LijK̄lx̄j,l(t)

=
∑N

j=1

∑n−1
l=0 LijKlxj,0(t− lh),

(5)

where xj,0(t) = xj,0(0) for t < 0 and

Kl = (−1)l
∑n−1

m=l (
m
l )

1
hm K̄m, l = 0, . . . , n− 1. (6)

Suppose that xj,0(t) is only available at the time instants

tk = kh, k ∈ N0 where h > 0 is the sampling period. Then the

consensus controller (3) is approximated by the sampled-data

controller

ui(t) =
∑N

j=1

∑n−1
l=0 LijK̄lx̄j,l(tk)

=
∑N

j=1

∑n−1
l=0 LijKlxj,0(tk−l),

t ∈ [tk, tk+1), k ∈ N0,

(7)

where x̄j,l(t) and Kl are from (4) and (6), respectively. For

the sampled-data controller (7), we introduce the errors due to

sampling

x̄j,0(tk) = xj,0(t)−
∫ t

tk
ẋj,0(s)ds,

x̄j,l(tk) = x̄j,l(t)−
∫ t

tk
˙̄xj,l(s)ds, l = 1, . . . , n− 1.

(8)

Then we follow the idea of [9] to present the approximation

errors xj,l(t)− x̄j,l(t) (l = 1, . . . , n− 1) as

x̄j,l(t) = xj,l(t)−
∫ t

t−lh
ϕl(t− s)ẋj,l(s)ds, (9)

where ϕ1(v) =
h−v
h

, v ∈ [0, h] and for l = 1, . . . , n− 2

ϕl+1(v) =











1
h

∫ v

0 ϕl(λ)dλ + h−v
h
, v ∈ [0, h]

1
h

∫ v

v−h
ϕl(λ)dλ, v ∈ (h, lh).

1
h

∫ lh

v−h
ϕl(λ)dλ, v ∈ [lh, lh+ h].

The functions ϕl(s) (l = 1, . . . , n − 1) have the following

properties [26], [9]:














0 ≤ ϕl(v) ≤ 1, v ∈ [0, lh],
ϕl(0) = 1, ϕl(lh) = 0,
∫ lh

0
ϕl(v)dv = lh

2 ,
d
dv
ϕl(v) ∈ [− 1

h
, 0), v ∈ [0, lh].

(10)

Based on the properties (10), it follows from (9) that

˙̄xj,l(t) = ẋj,l(t)− ϕl(0)ẋj,l(t) + ϕl(lh)ẋj,l(t− lh)

−
∫ t

t−lh
d
dt
ϕl(t− s)ẋj,l(s)ds

=
∫ t

t−lh
ψl(t− s)ẋj,l(s)ds,

ψl(t− s) = − d
dt
ϕl(t− s) ∈ (0, 1

h
], l = 1, . . . , n− 1.

(11)

For the modeling, we denote

x(t) = [xT1 (t), . . . , x
T
N (t)]T , χ(t) = [χT

2 (t), . . . , χ
T
N (t)]T ,

χj(t) = x1(t)− xj(t) = [χT
j,0(t), . . . , χ

T
j,n−1(t)]

T ,

x̄(t) = [x̄T1 (t), . . . , x̄
T
N (t)]T , χ̄(t) = [χ̄T

2 (t), . . . , χ̄
T
N (t)]T ,

χ̄j(t) = x̄1(t)− x̄j(t) = [χ̄T
j,0(t), . . . , χ̄

T
j,n−1(t)]

T .
(12)

According to [25], we have

χ(t) = (E1 ⊗ Inp)x(t), χ̄(t) = (E1 ⊗ Inp)x̄(t),
x(t) = (E2 ⊗ Inp)χ(t) + (1N ⊗ Inp)x1(t),
x̄(t) = (E2 ⊗ Inp)χ̄(t) + (1N ⊗ Inp)x̄1(t),
E1 = [1N−1,−IN−1], E2 = [0N−1,−IN−1]

T .

Then the system (2), (3) takes the form

dχ(t) = Dχ(t)dt+ g(t)dw(t), (13)
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where

D = IN−1 ⊗A+ L ⊗BK̄, L = E1LE2,

g(t) = (IN−1 ⊗ C)χ(t).
(14)

With the same D, L and g(t), using (8) and (9) the system

(2), (7) takes the form

dχ(t) = f1(t)dt+ g(t)dw(t), (15)

where

f1(t) = Dχ(t) +
∑n−1

i=1 (L ⊗BK̄i)κi(t) + (L ⊗BK̄)δ(t),

κi(t) = −
∫ t

t−ih
ϕi(t− s)Hiχ̇(s)ds, δ(t) = −

∫ t

tk
˙̄χ(s)ds,

Hi = IN−1 ⊗ εi, εi = [0p×ip, Ip, 0p×(n−i−1)p].
(16)

Remark 1: Comparatively to the single-agent system in [10],

the multi-agent system (15) contains novel term δ(t) due to

the sampling. This term will be further compensated by novel

Lyapunov functionals (see e.g. (31), (33) and (36)).

As in [10] we will show that for small enough stochastic

perturbations (i.e. small enough |C|), if the system (13) is

exponentially mean-square stable with a decay rate ᾱ > 0,

then for any α ∈ (0, ᾱ) the system (15) is exponentially mean-

square stable with a decay rate and small enough h > 0.

Following arguments of [25], we have the following result:

Proposition 1: Assume that directed graph G has a spanning

tree. Consensus of multi-agent system (2) under sampled-data

controller (7) with controller gains (6) can be exponentially

mean-square achieved if and only if system (15) is exponen-

tially mean-square stable.

It is clear from Proposition 1 that consensus of multi-agent

system (2) under sampled-data controller (7) with controller

gains (6) is converted into the stability problem of system (15).

We now present the following LMI conditions:

Theorem 1: Given K̄ = [K̄0, . . . , K̄n−1] such that system

(13) with C = 0 is exponentially mean-square stable with a

decay rate ᾱ > 0.

(i) Given tuning parameters h > 0 and α ∈ (0, ᾱ), if there

exist (N−1)np×(N−1)npmatrix P > 0, (N−1)p×(N−1)p
matrices Ri > 0 (i = 1, . . . , n− 1), Q > 0, F1 > 0, F2 > 0
and p× p matrices Wi > 0 (i = 0, . . . , n− 1) that satisfy

Φ < 0, Ω < 0, (17)

where Φ and Ω are, respectively, the symmetric matrices

composed from

Φ11 = PD +DTP + 2αP +
∑n−2

i=1
(ih)2

4 |Hi+1|2Ri

+|IN−1 ⊗ C|2P + (n−1)h
2 |Hn−1(IN−1 ⊗ C)|2F1+F2

+
∑n−2

i=0 h
2e2αih|Hi+1|2IN−1⊗Wi

,

Φ12 = P [L⊗BK̄1, . . . ,L⊗BK̄n−1],
Φ14 = P (L ⊗BK̄),
Φ15 = DTHT

n−1(Rn−1 +Q),
Φ22 = −diag{e−2αhR1, . . . , e

−2α(n−1)hRn−1},
Φ23 = −[0(N−1)p×(n−2)(N−1)p, e

−2α(n−1)hRn−1]
T ,

Φ25 = [L⊗BK̄1, . . . ,L ⊗BK̄n−1]
THT

n−1(Rn−1 +Q),
Φ33 = −e−2α(n−1)h(Rn−1 + F1),

Φ44 = −π2

4 e
−2αhIN−1 ⊗ diag{W0, . . . ,Wn−1},

Φ45 = (L ⊗BK̄)THT
n−1(Rn−1 +Q),

Φ55 = − 4
(nh−h)2 (Rn−1 +Q),

Ω11 = IN−1 ⊗Wn−1 − (n−1)2

4 e−2α(n−1)hQ,

Ω12 = IN−1 ⊗Wn−1,

Ω22 = IN−1 ⊗Wn−1 − n−1
2 e−2α(n−1)hF2,

(18)

and other blocks are zero matrices with D and L given by (14)

and Hi (i = 1, . . . , n − 1) given by (16), then consensus of

multi-agent system (2) under sampled-data controller (7) with

controller gains (6) is exponentially mean-square achieved

with a decay rate α.

(ii) Given any α ∈ (0, ᾱ), LMI Φ < 0 is always feasible

for small enough stochastic perturbations and h > 0 (meaning

that consensus of multi-agent system (2) under sampled-data

controller (7) with controller gains (6) is exponentially mean-

square achieved with a decay rate α > 0).

Proof: (i) Let L be the generator of the system (15) [17],

[27]. For the standard term

VP = |χ(t)|2P , P > 0, (19)

along (15) we have

LVP + 2αVP = 2χT (t)Pf1(t) + 2α|χ(t)|2P + |g(t)|2P .
(20)

To compensate the terms κi(t) (i = 1, . . . , n−2), we consider

VRi
= ih

2

∫ t

t−ih

∫ ih

t−s
e−2α(t−s)ϕi(v)|Hi+1χ(s)|2Ri

dvds,

Ri > 0, i = 1, . . . , n− 2.
(21)

Taking into account the relation Hi+1χ(t) = Hiχ̇(t) (i =
1, . . . , n− 2) and using Jensen’s inequality [28], via (10) we

have that for i = 1, . . . , n− 2

LVRi
+ 2αVRi

= (ih)2

4 |Hi+1χ(t)|2Ri

− ih
2

∫ t

t−ih
e−2α(t−s)ϕi(t− s)|Hiχ̇(s)|2Ri

ds

≤ (ih)2

4 |Hi+1χ(t)|2Ri
− e−2αih|κi(t)|2Ri

.

(22)

For the term κn−1(t), we consider

VRn−1
= (n−1)h

2

∫ t

t−(n−1)h

∫ (n−1)h

t−s
e−2α(t−s)ϕn−1(v)

×|Hn−1f1(s)|2Rn−1
dvds, Rn−1 > 0.

(23)

Then we have

LVRn−1
+ 2αVRn−1

≤ (nh−h)2

4 |Hn−1f1(t)|2Rn−1

−e−2α(n−1)h|κn−1(t) + ρ1(t)|2Rn−1
,

(24)

where

ρ1(t) =
∫ t

t−(n−1)h
ϕn−1(t− s)Hn−1g(s)dw(s).

Using Itô integral properties (see e.g. [17], [27]), via (10) we

have for any matrix F1 > 0

Ee−2α(n−1)h|ρ1(t)|2F1

= Ee−2α(n−1)h
∫ t

t−(n−1)h ϕ
2
n−1(t− s)|Hn−1g(s)|2F1

ds

≤ E
∫ t

t−(n−1)h e
−2α(t−s)ϕn−1(t− s)|Hn−1g(s)|2F1

ds.

(25)

Then for the term

VF1
=

∫ t

t−(n−1)h

∫ (n−1)h

t−s
e−2α(t−s)ϕn−1(v)

×|Hn−1g(s)|2F1
dvds, F1 > 0,

(26)
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we have

ELVF1
+ E2αVF1

≤ E
(n−1)h

2 |Hn−1g(t)|2F1

−Ee−2α(n−1)h|ρ1(t)|2F1
.

(27)

Denote W = IN−1⊗diag{W0, . . . ,Wn−1} > 0. We consider

VW = h2
∫ t

tk
e−2α(t−s)| ˙̄χ(s)|2W ds

−π2

4 e
−2αh

∫ t

tk
e−2α(t−s)|δ(s)|2W ds

(28)

to compensate δ(t). The exponential Wirtinger’s inequality

[29] implies VW ≥ 0 since δ̇(t) = − ˙̄χ(t), δ(tk) = 0 and

W > 0. One can easily arrive at

LVW + 2αVW = h2| ˙̄χ(t)|2W − π2

4 e
−2αh|δ(t)|2W . (29)

From (11) and (12), it follows that

| ˙̄χ(t)|2W = |H1χ(t)|2IN−1⊗W0
+ |(ρ2(t) + ρ3(t))|2IN−1⊗Wn−1

+
∑n−2

i=1 |
∫ t

t−ih
ψi(t− s)Hi+1χ(s)ds|2IN−1⊗Wi

,
(30)

where

ρ2(t) =
∫ t

t−(n−1)h
ψn−1(t− s)Hn−1f1(s)ds,

ρ3(t) =
∫ t

t−(n−1)h
ψn−1(t− s)Hn−1g(s)dw(s).

with Hi (i = 1, . . . , n− 1) given by (16). To compensate the

term ρ2(t), we consider

VQ = (nh−h)2

4

∫ t

t−(n−1)h
e−2α(t−s)ϕn−1(t− s)

×|Hn−1f1(s)|2Qds, Q > 0.
(31)

Using Jensen’s inequality [28], via (10) we have

LVQ + 2αVQ ≤ (nh−h)2

4 |Hn−1f1(t)|2Q
− (nh−h)2

4 e−2α(n−1)h|ρ2(t)|2Q.
(32)

Similarly for the term ρ3(t), we consider

VF2
= (n−1)h

2

∫ t

t−(n−1)h e
−2α(t−s)ϕn−1(t− s)

×|Hn−1g(s)|2F2
ds, F2 > 0.

(33)

Via

Ehe−2α(n−1)h|ρ3(t)|2F2

= Ehe−2α(n−1)h
∫ t

t−(n−1)h ψ
2
n−1(t− s)|Hn−1g(s)|2F2

ds

≤ E
∫ t

t−(n−1)h e
−2α(t−s)ψn−1(t− s)|Hn−1g(s)|2F2

ds,

(34)

we have

ELVF2
+ E2αVF2

≤ E
(n−1)h

2 |Hn−1g(t)|2F2

−E
(n−1)h2

2 e−2α(n−1)h|ρ3(t)|2F2
.

(35)

To cancel the last term on the right-hand side of (30), we

additionally consider

VWi
= h2e2αih

∫ t

t−ih
e−2α(t−s)ϕi(t− s)

×|Hi+1χ(s)|2IN−1⊗Wi
ds, i = 1, . . . , n− 2,

(36)

Using Jensen’s inequality [28], via (10) we have

LVWi
+ 2αVWi

≤ h2e2αih|Hi+1χ(t)|2IN−1⊗Wi

−h2|
∫ t

t−ih
ψi(t− s)Hi+1χ(s)ds|2IN−1⊗Wi

.
(37)

We now consider the functional

V1 = VP +
∑n−1

i=1 VRi
+ VF1

+ VW +
∑n−2

i=1 VWi
+ VQ + VF2

.
(38)

Then in view of (19)-(35), we have

ELV1 + E2αV1 ≤ EξT (t)Φ̄ξ(t) + Eh2ζT (t)Ωζ(t)

+E
(nh−h)2

4 |Hn−1f1(t)|2Rn−1+Q,
(39)

where ξ(t) = [χT (t), κT1 (t), . . . , κ
T
n−1(t), ρ

T
1 (t), δ

T (t)]T ,

ζ(t) = [ρT2 (t), ρ
T
3 (t)]

T , and Φ̄ is obtained from Φ by taking

away the last block-column and block-row. By substituting

f1(t) given by (16) into (39) and applying Schur’s comple-

ment, it follows from Φ < 0 and Ω < 0 that ELV1+E2αV1 ≤
0 implying the exponential mean-square stability of system

(15) with a decay rate α. By using Proposition 1, consensus

of multi-agent system (2) under sampled-data controller (7)

with controller gains (6) is thus exponentially mean-square

achieved with a decay rate α.

(ii) If system (13) with C = 0 is exponentially mean-square

stable with a decay rate ᾱ > 0, then for any α ∈ (0, ᾱ)
there exists matrix P > 0 of appropriate dimension such that

PD +DTP + 2αP < 0. Thus

PD +DTP + 2αP + |IN−1 ⊗ C|2P < 0 (40)

for small enough |C|. We choose Ri (i = 1, . . . , n), Q, F1,

F2 as 1√
h
I(N−1)p and Wi (0 = 1, . . . , n) as 1√

h
Ip. By using

Schur’s complement, Φ̄ < 0 defined below (39) is equivalent

to

PD +DTP + 2αP + |IN−1 ⊗ C|2P +
√
h(G1 + hG2) < 0,

(41)

where

G1 = n−1
2 |Hn−1(IN−1 ⊗ C)|2 + 4

π2 e
2αh|P (L ⊗BK̄)|

+
∑n−2

i=1 e
2αih|P (L⊗ BK̄i)|

+2e2α(n−1)h|P (L ⊗BK̄n−1)|,
G2 =

∑n−2
i=1 (

i2

4 + e2αih)|Hi+1|2.

It is clear that (40) implies (41) for small enough h > 0 since√
h(G1 + hG2) → 0 for h → 0, implying the feasibility of

Φ̄ < 0 for small enough h > 0. Finally, applying Schur’s

complement to the last block-column and block-row of Φ
given by (17), we find that Φ < 0 for small enough h > 0 if

Φ̄ < 0 is feasible. Therefore, LMI Φ < 0 is always feasible

for small enough h > 0 and |C|.
It follows from (39) that for small enough h > 0, ELV1 +

E2αV1 ≤ 0 always holds provided (40) holds. This implies

that for small enough h > 0 and |C|, consensus of multi-agent

system (2) under sampled-data controller (7) with controller

gains (6) is exponentially mean-square achieved with a decay

rate α. �

Remark 2: As in [9], we consider the consensus problem

of stochastic multi-agent system (2) under continuous-time

control (i.e. delay-dependent controller (5)) that leads to the

system (15) with δ(t) = 0. By taking Q = F2 = 0 and Wi = 0
(i = 0, . . . , n−1) in LMIs of Theorem 1, one can obtain some

LMIs guaranteeing that consensus of multi-agent system (2)

under delay-dependent controller (5) with controller gains (6)

is exponentially mean-square achieved with a decay rate α.

Remark 3: In the present paper, we study the consensus

problem for stochastic multi-agents in the leaderless case.
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Our results can be extended to the leader-following consensus

problem where the leader takes the form

y
(n)
0 (t) =

∑n−1
j=0

(

aj + cjẇ(t)
)

y
(j)
0 (t),

and the followers take the form of (1). Denote by M =
diag{m1, . . . ,mN} the leader adjacency matrix. Thus, the

consensus controller (3) becomes

ui(t) = K̄
∑N

j=1 Lijxj(t) + K̄mi(xi(t)− x0(t)).

Following the approximations (4) with j = 0, . . . , N , we

arrive at the system (15) with χ(t), χ̄(t), L and IN−1

respectively changed by [xT1 (t)−xT0 (t), . . . , xT1 (t)−xT0 (t)]T ,

[x̄T1 (t)− x̄T0 (t), . . . , x̄T1 (t)− x̄T0 (t)]T , L+M and IN . Then by

using similar L-K functionals, the leader-following consensus

problem can be solved. However, this extension is not in the

scope of the present paper.

Remark 4: As in [6], [7] one can consider the case with a

small input delay h0, where ui(t) in system (1) is changed by

ui(t− h0). Note that this delay can be constant or piecewise-

continuous in time satisfying h0 = h0(t) ∈ [0, h0M ]. For the

case of time-varying delay, system (15) includes additionally

the error −
∫ t

t−h0(t)
˙̄χ(s)ds. This would require to add the term

∫ t

t−h0M
(s − t+ h0M )‖ ˙̄χ(s)‖2IN−1⊗Sds with S of appropriate

dimension to L-K functional V1 that leads to more complicated

LMIs with one additional block-column and block-row. We

study the non-delay case for simplicity. Similarly, by using

non-consecutive measurements [23], the consensus problem

subject to the asynchronous and aperiodic sampling can be

tackled.

III. H∞ PID CONTROL

In this section, we consider the second-order stochastic

dynamic for each agent i ∈ V
ÿi(t) = (a0 + c0ẇ(t))yi(t) + (a1 + c1ẇ(t))ẏi(t)

+bui(t) + bvvi(t),
zi(t) = czyi(t) + dzvi(t),

(42)

under the PID consensus control

ui(t) =
∑N

j=1 Lij

(

K̄P yj(t) + K̄I

∫ t

0
yj(s)ds+ K̄Dẏj(t)

)

,

(43)

where yi(t) ∈ R
p is the output, ui(t) ∈ R

q is the control

input, w(t) is the scalar standard Wiener process [17], [18],

zi(t) ∈ R
ℓ is the controlled output vector and vi(t) ∈ R

m

is the exogenous disturbance, aj , cj ∈ R
p×p (j = 0, 1), b ∈

R
p×q , bv ∈ R

p×m, cz ∈ R
ℓ×p, dz ∈ R

ℓ×m are constant

matrices, and K̄P , K̄I and K̄D ∈ R
q×p are controller gains.

Let us present the sampled-data implementation of (43). For

t ∈ [tk, tk+1), k ∈ N0 where tk = kh and h is the sampling

period, we have the following approximations
∫ t

0
yj(s)ds ≈

∫ tk

0
yj(s)ds ≈ h

∑k−1
l=0 yj(tl),

ẏj(t) ≈ ẏj(tk) ≈ ˙̄yj(tk), ˙̄yj(t) =
yj(t)−yj(t−h)

h
,

(44)

where yj(t) = yj(0) for t < 0. Associating with the approxi-

mations (44), we have the following sampled-data controller

ui(t) =
∑N

j=1 Lij

(

K̄P yj(tk) + hK̄I

∑k−1
l=0 yj(tl)

+K̄D ˙̄yj(tk)
)

, t ∈ [tk, tk+1), k ∈ N0.
(45)

Denoting

xi(t) = [xTi,0(t), x
T
i,1(t), x

T
i,2(t)]

T ∈ R
3p

= [yTi (t), ẏ
T
i (t), (t− tk)y

T
i (tk) + h

∑k−1
l=0 y

T
i (tl)]

T ,

K = [K̄P , K̄D, K̄I ] ∈ R
q×3p, ǫ2 = [Ip, 0p×p],

ǫi = [0p×ip, Ip, 0p×(2−i)p], i = 0, 1,
(46)

via (9) the sampled-data controller (45) is rewritten as

ui(t) =
∑N

j=1 Lij

(

Kxj(t) + K̄P (xj,0(tk)− xj,0(t))

+K̄I(xj,2(tk)− xj,2(t))− K̄D

∫ t

tk
¨̄yj(s)ds

−K̄D

∫ t

t−h
ϕ1(t− s)ǫ1ẋj(s)ds

)

.

(47)

Note that the first integral on the left-hand side of (47) is

the error due to the sampling whereas the second is the

approximation error ẏj(t)− ˙̄yj(t). We further denote

χ(t) = [χT
2 (t), . . . , χ

T
N (t)]T , θ(t) = [θT2 (t), . . . , θ

T
N (t)]T ,

χi(t) = x1(t)− xi(t) = [χT
i,0(t), χ

T
i,1(t), χ

T
i,2(t)]

T ,

θi(t) = [χT
i,0(t)− χT

i,0(tk), χ
T
i,2(t)− χT

i,2(tk)]
T ,

ỹ(t) = [ỹT2 (t), . . . , ỹ
T
N (t)]T , ỹi(t) = ȳ1(t)− ȳi(t),

z̄(t) = [z̄T2 (t), . . . , z̄
T
N (t)]T , z̄i(t) = z1(t)− zi(t),

v̄(t) = [v̄T2 (t), . . . , v̄
T
N (t)]T , v̄i(t) = v1(t)− vi(t).

(48)

From (44) and (48), it follows that

¨̃yi(t) = ¨̄y1(t)− ¨̄yi(t)
= 1

h
[ẏ1(t)− ẏi(t)− (ẏ1(t− h)− ẏi(t− h))]

= 1
h
ǫ1(χi(t)− χi(t− h))

= 1
h

∫ t

t−h
ǫ1χ̇i(s)ds,

θ̇i(t) = [χ̇T
i,0(t), χ̇

T
i,2(t)]

T ,

= [χT
i (t)ǫ

T
1 , χ

T
i (t)ǫ

T
0 + θTi (t)ǫ

T
2 ]

T ,

where ǫi (i = 0, 1, 2) are given by (46). Then we have

¨̃y(t) = 1
h

∫ t

t−h
H1χ̇(s)ds,

θ̇(t) = [χT (t)HT
1 , χ

T (t)HT
0 + θT (t)HT

2 ]
T ,

Hi = IN−1 ⊗ ǫi, i = 0, 1, 2.

(49)

Using (48), the system (42), (47) takes the form

dχ(t) = f2(t)dt+ g(t)dw(t),
z̄(t) = (IN−1 ⊗ Cz)χ(t) + (IN−1 ⊗ dz)v̄(t),

(50)

where

f2(t) = Dχ(t) + Bθθ(t) + (L ⊗BK̄D)(β(t) + µ(t))
+(IN−1 ⊗Bv)v̄(t), D = IN−1 ⊗A+ L⊗BK,

Bθ = −[IN−1 ⊗A1 + L ⊗BK̄P ,L⊗BK̄I ],
(51)

and g(t) and L are given by (14) with

A =





0 Ip 0
a0 a1 0
Ip 0 0



 , A1 =





0
0
Ip



 , B =





0
b

0



 , Bv =





0
bv
0



 ,

C = [0, C̄T , 0]T , C̄ = [c0, c1, 0], Cz = [cz, 0, 0],

β(t) = −
∫ t

tk
¨̃y(s)ds, µ(t) = −

∫ t

t−h
ϕ1(t− s)H1χ̇(s)ds.

Remark 5: If we apply the transformation of [22], [23]

(modified to the multi-agent case), we will arrive at θi(t) that

contains non-zero term χi,1(t)−χi,1(tk) =
∫ t

tk
H1f2(s)ds+Π

with Π =
∫ t

tk
H1g(s)dw(s). In the stochastic case, term Π has

to be compensated by adding additional terms to Lyapunov
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functional. Our novel transformation significantly simplifies

the analysis in the stochastic case.

We now consider the following L-K functional

V2 = VP + V̂R + V̂F1
+ V̂Q + V̂F2

+ VW0
+ VW1

, (52)

where VP is from (19), V̂R, V̂F1
, V̂Q and V̂F2

are obtained

from VRn−1
, VF1

, VQ and VF2
(that are defined by (23), (26),

(31) and (33), respectively) by setting n = 2 and replacing

H1, f1(t) with H1, f2(t), and

VW0
= h2

∫ t

tk
e−2α(t−s)|θ̇(s)|2IN−1⊗W0

ds

−π2

4 e
−2αh

∫ t

tk
e−2α(t−s)|θ(s)|2IN−1⊗W0

ds,

VW1
= h2

∫ t

tk
e−2α(t−s)|¨̃y(s)|2IN−1⊗W1

ds

−π2

4 e
−2αh

∫ t

tk
e−2α(t−s)|β(s)|2IN−1⊗W1

ds,

W0 > 0, W1 > 0, t ∈ [tk, tk+1), k ∈ N0.

The exponential Wirtinger’s inequality [29] implies VW0
≥ 0

and VW1
≥ 0 that respectively compensate θ(t) and β(t).

For system (50), we consider the following performance

index

J = E‖z̄‖2L2
− Eγ2‖v̄‖2L2

,

where γ > 0 is the performance level and v̄ ∈ L2[0,∞). Then

the problem of H∞ PID control using sampled outputs can be

formulated as follows:

1) when v̄(t) = 0, the system (50) is exponentially mean-

square stable;

2) under the zero initial condition χ(t) = 0, J ≤ 0 holds

for any non-zero v̄ ∈ L2[0,∞).

It is well known that the following condition holds [30]:

ELV2 + E2αV2 + Ez̄T (t)z̄(t)− Eγ2v̄T (t)v̄(t) ≤ 0, (53)

then the problem of H∞ PID control using sampled outputs

is solved. Then LMI conditions are derived as follows:

Theorem 2: (i) Given tuning parameters h > 0, α > 0 and

γ > 0, and controller gains K̄P , K̄I and K̄D, if there exist

3(N − 1)p× 3(N − 1)p matrix P > 0, (N − 1)p× (N − 1)p
matrices R > 0, Q > 0, F1 > 0, F2 > 0, 2p × 2p matrix

W0 > 0 and p× p matrix W1 > 0 that satisfy

Ξ < 0, Ω̂ < 0, (54)

where Ξ is the symmetric matrix composed from

Ξ11 = PD +DTP + 2αP + |IN−1 ⊗ C|2P
+h

2 |H1(IN−1 ⊗ C)|2F1+F2
+ h2|H0|2IN−1⊗W0

,

Ξ12 = PBθ + h2HT
0 (IN−1 ⊗W0)H1,

Ξ13 = Ξ14 = P (L ⊗BK̄D), Ξ16 = P (IN−1 ⊗Bv),
Ξ17 = DTHT

1 (R +Q), Ξ18 = IN−1 ⊗ CT
z ,

Ξ22 = −π2

4 e
−2αh(IN−1 ⊗W0) + h2|H1|2IN−1⊗W0

,

Ξ27 = BT
θ HT

1 (R+Q), Ξ33 = −π2

4 e
−2αh(IN−1 ⊗W1),

Ξ37 = Ξ47 = (L ⊗BK̄D)THT
1 (R +Q),

Ξ44 = Ξ45 = −e−2αhR, Ξ55 = −e−2αh(R+ F1),
Ξ66 = −γ2I(N−1)m, Ξ67 = (IN−1 ⊗Bv)

THT
1 (R+Q),

Ξ68 = IN−1 ⊗ dTz , Ξ77 = − 4
h2 (R+Q),

Ξ88 = −I(N−1)ℓ, H0 = [H1,H0], H1 = [0,H2],

and other blocks are zero matrices with L, Hi (i = 0, 1, 2) and

D respectively given by (14), (49) and (51), and Ω̂ is obtained
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Fig. 1. Directed graphs (Example 1).

from Ω (that is composed from (18)) by setting n = 2,

then consensus of multi-agent system (42) under sampled-data

controller (45) is exponentially mean-square achieved with a

decay rate α and a H∞ performance γ.

(ii) Let there exist controller gains K̄P , K̄I and K̄D such

that consensus of multi-agent system (42) with c0 = c1 = 0
and bv = 0 under the PID controller (43) is exponentially

achieved with a decay rate ᾱ. Then given any α ∈ (0, ᾱ),
LMI Ξ < 0 is always feasible for small enough stochastic

perturbations and h > 0 and large enough γ (meaning that

consensus of multi-agent system (42) under sampled-data

controller (45) is exponentially mean-square achieved with a

decay rate α).

Proof: (i) Following the proof of Theorem 1 and using V2
given by (52), via (49) we easily arrive at

ELV2 + E2αV2 + Ez̄T (t)z̄(t)− Eγ2v̄T (t)v̄(t)

≤ Eξ̂T (t)Ξ̄ξ̂(t) + Eζ̂T (t)Ω̂ζ̂(t) + Ez̄T (t)z̄(t)

+Eh2

4 |H1f2(t)|2R+Q,

(55)

where ξ̂(t) = [χT (t), θT (t), βT (t), µT (t), ρ̂T1 (t), v̄(t)]
T ,

ζ̂(t) = [ρ̂T2 (t), ρ̂
T
3 (t)]

T , Ξ̄ is obtained from Ξ by taking away

the last two block-columns and block-rows, and

ρ̂1(t) =
∫ t

t−h
ϕ1(t− s)H1g(s)dw(s),

ρ̂2(t) =
1
h

∫ t

t−h
H1f2(s)ds, ρ̂3(t) =

1
h

∫ t

t−h
H1g(s)dw(s).

Further by substituting z̄(t) and f2(t) respectively given by

(50) and (16) into (55) and applying Schur’s complement, it

follows from Ξ < 0 and Ω̂ < 0 that (53) holds implying

the exponential mean-square stability of system (50) with a

decay rate α and a H∞ performance γ. Thus, consensus of

multi-agent system (42) under sampled-data controller (45) is

exponentially mean-square achieved with a decay rate α and

a H∞ performance γ.

(ii) The proof of (ii) is similar to (ii) of Theorem 1. �

IV. NUMERICAL EXAMPLES

Example 1: We consider each agents described by (1) with

aj = 0, b = 1, cj = σ ∈ R, j = 0, . . . , n− 1. (56)

Two communication topologies are given as directed graphs

with a spanning tree in Fig. 1. Without loss of generality, all

the weights are assumed to be 1.

Case I: n = 2, σ = 0. First, we consider the multi-agent

systems (1), (56) under continuous-time controller (5) with
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TABLE I
MAXIMUM VALUES OF h FOR DIFFERENT σ AND α = 0.1 (EXAMPLE 1)

σ 0.02 0.1 0.2 0.5 1

Continuous-time control 0.145 0.141 0.135 0.085 0.012
Sampled-data control 0.079 0.076 0.070 0.037 0.004

time (s)
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ta
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Fig. 2. State trajectories under continuous-time controller (5) with h = 0.145

(Example 1).

K0 = −1 and K1 = 0.5, and the communication topology

shown in Fig. 1(a). Via the frequency-domain approach in [11],

the maximum value of h is obtained as 1.8137. From (6), one

obtains K̄0 = −0.5, K̄1 = −0.9069. For α = 0, via LMIs in

Remark 2 corresponding to the continuous-time control, we

obtain the maximum value of h as 1.1025. Second, as in [12],

we consider the multi-agent systems (1), (56) under sampled-

data controller (7) with K̄0 = −2.5 and K̄1 = −2. Under

the communication topology Fig. 1(b), the direct discretization

approach in [12] leads to the maximum value of h as 0.2,

whereas LMIs in Theorem 1 corresponding to the sampled-

data control with α = 0 give the maximum value of h as

0.13. It should be pointed out that the approaches in [11], [12]

are only applicable to the second-order deterministic multi-

agent systems (i.e. n = 2, σ = 0). Instead, our method allows

to cope with high-order stochastic multi-agent systems (i.e.

n ≥ 3, σ 6= 0).

Case II: n = 3, σ 6= 0. Choose K̄0 = −1, K̄1 = −2
and K̄2 = −3 such that D defined by (14) is Hurwitz,

and consider the communication topology shown in Fig. 1(b).

For different values of σ and α = 0.1, Table I presents the

maximum values of h that preserve consensus of multi-agent

respectively under the continuous-time control and sampled-

data control. For further simulations, we choose σ = 0.02
and the initial conditions of the four agents as x1(0) =
[3,−4, 2]T , x2(0) = [−2, 3,−3]T , x3(0) = [4,−2, 2]T and

x4(0) = [2, 3,−3]T . Figs. 2 and 3 depict the state trajectories

under delay-dependent controller (5) with h = 0.145 and

sampled-data controller (7) with h = 0.079, respectively. It is

clear that consensus is achieved in the presence of stochastic

perturbations.

Example 2: We will show that LMIs in Theorem 2 are

applicable to the single-agent stochastic systems. Following

[22], [23], we consider (42) with

a0 = 0, a1 = −35.71, b = 1, c0 = c1 = σ ∈ R, (57)
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Fig. 3. State trajectories under sampled-data controller (7) with h = 0.079

(Example 1).

TABLE II
MAXIMUM VALUES OF h FOR DIFFERENT σ AND α = 5 (EXAMPLE 2)

σ 0 0.2 0.5 1 2 3

[23] 0.0047 – – – – –
[22] 0.019 – – – – –
Theorem 2 0.019 0.017 0.015 0.011 0.005 0.001

and others being 0, and choose K̄P = −10, K̄I = −40,

K̄D = −0.65. For different values of σ and α = 5, Table II

presents the maximum values of h via LMIs of Theorem 2

with N = 2, L = 1, [22] and [23]. In the deterministic case

(σ = 0), LMIs in Theorem 2 and [22] give the same result

which is better than [23]. In the stochastic case (σ 6= 0), LMIs

of Theorem 2 lead to efficient results whereas [22], [23] fail.

Example 3: We consider each agents described by (42) with

a0 = a1 = 0, b = 1, bv = 0.2,

c0 = c1 = 0.01, cz = 0.05, dz = 0.1 (58)

under communication topology shown in Fig. 4. Choose K̄P =
−10, K̄I = −15 and K̄D = −20 such that D defined by (51)

is Hurwitz. For γ = 2 and α = 0.01, LMIs of Theorem 2 lead

to the maximum value of h as 0.013. Then we depict the state

trajectories under sampled-data controller (45) with h = 0.013
in Fig. 5. where vi(t) = 0.1e−2t and the initial conditions

[yi(0), ẏi(0)]
T , i = 1, . . . , 6 are given as [0, 1]T , [0.5, 1.5]T ,

[−1, 0]T , [0.5,−0.5]T , [−0.5, 0.4]T and [0.2,−0.2]T . Clearly,

all the six agents’ states indeed achieve consensus.

V. CONCLUSION

In this paper, the digital implementation of derivative-

dependent control by using delays has been investigated for

consensus of stochastic multi-agent systems. Simple LMIs

that allow to find admissible sampling period have been

presented by using appropriate Lyapunov functionals. The

efficiency of the presented approach has been illustrated by

numerical examples. Future work may involve consideration

of the asynchronous and aperiodic sampling (as initiated in

[15], [16]).
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