
Systems & Control Letters 165 (2022) 105275

R
S

p
t
c
c
t
d
w
i
f

i
a
d
g
b
o
s
s
e
1

(

h
0

Contents lists available at ScienceDirect

Systems & Control Letters

journal homepage: www.elsevier.com/locate/sysconle

Global finite-dimensional observer-based stabilization of a semilinear
heat equationwith large input delay✩

ami Katz ∗, Emilia Fridman
chool of Electrical Engineering, Tel-Aviv University, Tel-Aviv, Israel

a r t i c l e i n f o

Article history:
Received 28 December 2021
Received in revised form 11 April 2022
Accepted 10 May 2022
Available online xxxx

Keywords:
Nonlinear systems
Distributed parameter systems
Time-delay systems
Observer-based control

a b s t r a c t

We study global finite-dimensional observer-based stabilization of a semilinear 1D heat equation
with globally Lipschitz semilinearity in the state variable. We consider Neumann actuation and point
measurement. Using dynamic extension and modal decomposition we derive nonlinear ODEs for the
modes of the state. We propose a controller that is based on a nonlinear finite-dimensional Luenberger
observer. Our Lyapunov H1-stability analysis leads to LMIs, which are shown to be feasible for a large
enough observer dimension and small enough Lipschitz constant. Next, we consider the case of a
constant input delay r > 0. To compensate the delay, we introduce a chain of M sub-predictors that
leads to a nonlinear closed-loop ODE system, coupled with nonlinear infinite-dimensional tail ODEs.
We provide LMIs for H1-stability and prove that for any r > 0, the LMIs are feasible provided M and
the observer dimension N are large enough and the Lipschitz constant is small enough. Numerical
examples demonstrate the efficiency of the proposed approach.
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1. Introduction

Observer-based control of parabolic PDEs is a challenging
roblem with numerous applications, including chemical reac-
ors, flame propagation and viscous flow [1]. Output-feedback
ontrollers for PDEs have been constructed by the modal de-
omposition approach [2–4], the backstepping method [5] and
he spatial decomposition approach [6,7]. Constructive finite-
imensional observer-based design for linear 1D parabolic PDEs
as introduced in [8,9], via modal decomposition. The challeng-

ng problem of efficient finite-dimensional observer-based design
or semilinear parabolic PDEs remained open.

State-feedback control of several semilinear PDEs was studied
n [10] using backstepping, in [11] using small-gain theorem
nd in [12] via control Lyapunov functions. Recently, modal-
ecomposition-based state-feedback was proposed in [13] for
lobal stabilization of heat equation and in [9] for regional sta-
ilization of the Kuramoto–Sivashinsky equation. Finite-dimensi-
nal control based on linear observers was proposed in [14] for
emilinear parabolic PDEs via modal decomposition. Linear ob-
ervers should have high gains required to dominate the nonlin-
arity, which leads to small delays that preserve the stability [15,
6].
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For ODEs, compensation of input delay can be achieved us-
ing three main predictor methods: the classical predictor [17],
the PDE-based predictor [18] and sequential sub-predictors (ob-
servers of future state) [19]. For delay compensation of input/
output delays in the case of nonlinear ODEs see e.g. [20–26]
and the references therein. For the semilinear heat equation,
by using spatial decomposition, a chain of PDE observers (to
compensate output delay) was suggested in [27]. For the lin-
ear heat equation, a classical state-feedback predictor via modal
decomposition was proposed in [28], whereas a sub-predictor
based on PDE observer was suggested in [29]. For linear parabolic
PDEs, finite-dimensional observe-based classical predictors and
sub-predictors were introduced in [30].

For semilinear parabolic PDEs, efficient finite-dimensional
observer-based controller design as well as input delay com-
pensation remained open challenging problems. The goal of
this work is to address many of these challenges. We consider
global stabilization of a semilinear heat equation under Neu-
mann actuation and point measurement. The semilinearity is
assumed to be globally Lipschitz in the state. Using dynamic
extension and modal decomposition we derive nonlinear ODEs
for the modes of the state. We design a linear controller, which
is based on a finite-dimensional nonlinear observer. The chal-
enge in the Lyapunov-based analysis is due to the coupling
etween the finite-dimensional and infinite-dimensional parts
f the closed-loop system, introduced by both the semilinearity
nd the estimation error. Our H1-stability analysis leads to LMIs,
hich are shown to be feasible for a large enough observer
imension and small enough Lipschitz constant.
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We further consider the case of constant input delay r > 0 and
suggest compensating the delay using chain of M sub-predictors
— observers of the future state. We introduce an approximate
nonlinearity into the sub-predictor ODEs and provide H1-stability
analysis, where the difference between the approximate nonlin-
earity and the actual nonlinearity is estimated using the sub-
predictor estimation error. We prove that for any r > 0, the LMIs
for the stability analysis are feasible providedM and the observer
dimension N are large enough and the Lipschitz constant is small
enough. Numerical examples demonstrate the efficiency of the
proposed approach.

Notations and preliminaries: L2(0, 1) is the Hilbert space of
Lebesgue measurable and square integrable functions f : [0, 1] →

R with the inner product ⟨f , g⟩ :=
∫ 1
0 f (x)g(x)dx and induced

norm ∥f ∥2
:= ⟨f , f ⟩. Hk(0, 1) is the Sobolev space of functions

f : [0, 1] → R having k square integrable weak derivatives, with

the norm ∥f ∥2
Hk :=

∑k
j=0

f (j)2. Given f , g ∈ L2(0, 1), f L2
= g

means that ∥f − g∥ = 0. The Euclidean norm on Rn is denoted by
|·|. We write f ∈ H1

0 (0, 1) if f ∈ H1(0, 1) and f (0) = f (1) = 0. For
∈ Rn×n, P > 0 means that P is symmetric and positive definite.
he sub-diagonal elements of a symmetric matrix will be denoted
y ∗. For 0 < U ∈ Rn×n and x ∈ Rn we denote |x|2U = xTUx. Z+

enotes the nonnegative integers.
Consider the Sturm–Liouville eigenvalue problem

′′
+ λφ = 0, x ∈ (0, 1) (1.1)

ith boundary conditions

φ′(0) = φ′(1) = 0. (1.2)

his problem induces a sequence of eigenvalues with correspond-
ng eigenfunctions. The normalized eigenfunctions form a com-
lete orthonormal system in L2(0, 1). The eigenvalues and corre-
ponding eigenfunctions are given by

φ0(x) ≡ 1, φn(x) =
√
2 cos

(√
λnx

)
, λn = n2π2, n ∈ Z+. (1.3)

The following lemmas will be used:

Lemma 1.1 ([31]). Let h L2
=

∑
∞

n=0 hnφn. Then h ∈ H2(0, 1) with
h′(0) = h′(1) = 0 if and only if

∑
∞

n=1 λ
2
nh

2
n < ∞. Moreover,h′

2
=

∞∑
n=1

λnh2
n. (1.4)

Lemma 1.2 (Sobolev’s Inequality [32]). Let h ∈ H1(0, 1). Then, for
all Γ > 0:

maxx∈[0,1] |h(x)|2 ≤ (1 + Γ ) ∥h∥2
+ Γ −1

h′
2
. (1.5)

2. Finite-dimensional observer-based control of a non-delayed
semilinear heat equation

2.1. Problem formulation and controller deign

In this section we consider stabilization of the non-delayed
semilinear 1D heat equation

zt (x, t) = zxx(x, t) + g (t, x, z(x, t)) , t ≥ 0 (2.1)

where x ∈ (0, 1), z(x, t) ∈ R. We consider Neumann actuation

zx(0, t) = 0, zx(1, t) = u(t) (2.2)

where u(t) is a control input to be designed. We further assume
point measurement given by

y(t) = z(x , t), x ∈ [0, 1]. (2.3)
∗ ∗

2

Note that x∗ = 0 or x∗ = 1 correspond to boundary measure-
ments. Here g : R3

→ R is a locally Lipschitz function which
satisfies g(t, x, 0) ≡ 0 and

supz1 ̸=z2
|g(t,x,z1)−g(t,x,z2)|

|z1−z2|
≤ σ , ∀ (t, x) ∈ R2 (2.4)

for some σ > 0, independent of (t, x) ∈ R2.

Remark 2.1. For simplicity, in the present paper we consider
a reaction–diffusion PDE with constant diffusion and reaction
coefficients. As in [8], our results can be easily extended to the
more general reaction–diffusion PDE

zt (x, t) = ∂x (p(x)zx(x, t))+ q(x)z(x, t)
+ g(t, x, z(x, t)), x ∈ [0, 1], t ≥ 0,

where p(x) and q(x) are sufficiently smooth on (0, 1).

Let ψ(x) = −
2
π
cos

(
π
2 x

)
and note that it satisfies

ψ ′′(x) = −µψ(x), µ =
π2

4 ,

ψ ′(0) = 0, ψ ′(1) = 1, ∥ψ∥
2

=
2
π2 .

(2.5)

Furthermore, note that

⟨ψ, φ0⟩ =
∫ 1
0 ψ(x)dx =

4
π2 ,

⟨ψ, φn⟩ = −
1
λn

∫ 1
0 ψ(x)φ′′

n (x)dx =
1
λn
φ′
n(1)

−
1
λn

∫ 1
0 ψ

′′(x)φn(x)dx =

√
2(−1)n
λn

+
µ

λn
⟨ψ, φn⟩ , n ≥ 1.

(2.6)

imilar to [12], we introduce the change of variables

(x, t) = z(x, t) − ψ(x)u(t), (2.7)

o obtain the equivalent PDE

wt (x, t) = wxx(x, t) + g (t, x, w(x, t) + ψ(x)u(t))
−ψ(x)[u̇(t) + µu(t)] (2.8)

with

wx(0, t) = wx(1, t) = 0 (2.9)

and measurement

y(t) = w(x∗, t) + ψ(x∗)u(t). (2.10)

We define further the new control input v(t) that satisfies the
ollowing relations:

˙(t) = −µu(t) + v(t), u(0) = 0, t ≥ 0.

hen (2.8) can be presented as the ODE–PDE system

u̇(t) = −µu(t) + v(t), t ≥ 0,
wt (x, t) = wxx(x, t) + g (t, x, w(x, t) + ψ(x)u(t))

−ψ(x)v(t).
(2.11)

e will treat further u(t) as an additional state variable.
We present the solution to (2.11) as

w(x, t) =
∑

∞

n=0wn(t)φn(x), wn(t) = ⟨w(·, t), φn⟩ , (2.12)

ith {φn}
∞

n=0 defined in (1.3). By differentiating under the integral
ign, integrating by parts and using (1.1) and (1.2) we obtain for
≥ 0

ẇn(t) = −λnwn(t) + gn(t) + bnv(t),
wn(0) = ⟨w(·, 0), φn⟩ ,

(2.13)

here

gn(t) = ⟨g (t, ·, w(·, t) + ψ(·)u(t)) , φn⟩ ,

b0
(2.6)
=

4 , bn
(2.6)
=

(−1)n+14
√
2
, n ≥ 1. (2.14)
π2 π2(4n2−1)
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ote that given N ∈ Z+, (2.14) and the integral test for series
onvergence imply∑

∞

n=N+1 λnb
2
n =

32
π2

∑
∞

n=N+1
n2

(4n2−1)2

=
2
π2

∑
∞

n=N+1
1
n2

(
1 +

1
4n2−1

)2
≤

2ξN+1
π2 ,

ξN+1 =

(
1 +

1
4(N+1)2−1

)2
1
N .

(2.15)

Let δ > 0 be a decay rate and let N0 ∈ Z+ satisfy

− λn + σ < −δ, n > N0. (2.16)

N0 is the number of modes in our controller, whereas N ∈

Z+, N ≥ N0 is the observer dimension. We construct a finite-
dimensional observer of the form

ŵ(x, t) =
∑N

n=0 ŵn(t)φn(x) (2.17)

where
{
ŵn(t)

}N
n=0 satisfy the nonlinear ODEs

˙̂wn(t) = −λnŵn(t) + ĝn(t) + bnv(t)
− ln

[
ŵ(x∗, t) + ψ(x∗)u(t) − y(t)

]
, 0 ≤ n ≤ N

(2.18)

with scalar observer gains {ln}Nn=0 and

ĝn(t) =
⟨
g

(
t, ·, ŵ(·, t) + ψ(·)u(t)

)
, φn

⟩
, 0 ≤ n ≤ N. (2.19)

In particular, we approximate the projections of the semilinearity
g(t, x, w(x, t) + ψ(x)u(t)) onto {φn}

N
n=0 by the projections of the

approximate semilinearity g(t, x, ŵ(x, t)+ψ(x)u(t)) onto {φn}
N
n=0.

Assumption 1. The point x∗ ∈ [0, 1] satisfies

cn = φn(x∗) ̸= 0, 0 ≤ n ≤ N0. (2.20)

It can be easily verified that Assumption 1 holds provided
x∗ /∈

{ 2k−1
2n | k ∈ {1, . . . , n} , n ∈ {1, . . . ,N0}

}
.

Denote

Ã0 = diag {−µ, A0} , B̃0 = col {1, B0}

A0 = diag {−λn}
N0
n=0 , B0 = col {bn}

N0
n=0

C0 =
[
c0, . . . , cN0

]
, C1 =

[
cN0+1, . . . , cN

]
,

(2.21)

nder Assumption 1, the pair (A0, C0) is observable by the Hautus
emma. Let L0 = {ln}

N0
n=0 ∈ RN0+1 satisfy the Lyapunov inequality

o(A0 − L0C0) + (A0 − L0C0)TPo < −2δPo (2.22)

ith 0 < Po ∈ R(N0+1)×(N0+1). We further choose the remaining
ains as ln = 0, N0 + 1 ≤ n ≤ N .
Similarly, by the Hautus lemma, the pair (Ã0, B̃0) is control-

able. Let K0 ∈ R1×(N0+2) satisfy

c(Ã0 − B̃0K0) + (Ã0 − B̃0K0)TPc < −2δPc, (2.23)

with 0 < Pc ∈ R(N0+2)×(N0+2). We propose the controller

v(t) = −K0ŵ
N0 (t), ŵN0 (t) = col

{
u(t), ŵn(t)

}N0
n=0

(2.24)

which is based on the finite-dimensional observer (2.17).

2.2. Well-posedness of the closed-loop system

For well-posedness of the closed-loop system (2.7), (2.18)
subject to (2.24), consider the operator

A : D(A) → L2(0, 1), A = −∂xx,

D(A) =
{
h ∈ H2(0, 1) | h′(0) = h′(1) = 0

}
.

Let θ > 0 and Aθ = A+ θ I . Given h ∈ D(Aθ ) = D(A), integration
by parts gives ⟨Aθh, h⟩ =

h′
2

+ θ ∥h∥2. Hence, ⟨Aθh, h⟩ > 0.
Since −Aθ is diagonalizable, by Section 2.6 in [33], the spectrum
of −A is given by σ −A = {−λ − θ}∞ ⊂ (−∞, 0). Thus,
θ ( θ ) n n=0

3

{µ ∈ C |Re(µ) > 0} ⊆ ρ (−Aθ ), where ρ (−Aθ ) is the resolvent
set of −Aθ . By [33], −Aθ generates an analytic semigroup on
L2(0, 1). Moreover, by Section 3.4 in [33] and positivity of Aθ ,

there exists a unique positive root A
1
2
θ where D

(
A

1
2
θ

)
⊆ L2(0, 1)

is the completion of D (Aθ ) ⊆ L2(0, 1) with respect to the norm

∥h∥ 1
2

=
√

⟨Aθh, h⟩ =

√
∥h′∥

2
+ θ ∥h∥2. Hence, D

(
A

1
2
θ

)
=

1(0, 1). Let H = L2(0, 1) × RN+2 be a Hilbert space with the
orm ∥·∥

2
H := ∥·∥

2
+ |·|

2. Let

ξ (t) = col {ξ1(t), ξ2(t)} , ξ1(t) = w(·, t), ξ2(t) = ŵN (t),
ŵN (t) = col

{
u(t), ŵ0(t), . . . , ŵN (t)

}
(2.25)

he closed-loop system can be presented as

dξ
dt (t) + diag {Aθ ,B} ξ (t) =

[
f1(ξ )
f2(ξ )

]
,

D (B) = RN+2, Ba =

[
−Ã0 + B̃0K0 + L̃0[0 C0] L̃0C1

B1K0 −A1

]
a

(2.26)

where −B generates an analytic semigroup on H and

f1(t, ξ ) = θw(·, t) + g (t, ·, w(·, t) + ψ(·)u(t))
+ψ(·)K0ŵ

N0 (t),

f2(t, ξ ) = col
{
ĜN0 (t) + L̃0w(x∗, t), ĜN−N0 (t)

}
,

ĜN0 (t) = col
{
0, ĝn(t)

}N0
n=0 ,

ĜN−N0 (t) = col
{
ĝn(t)

}N
n=N0+1 , L̃0 = col {0, ln}

N0
n=0 ,

A1 = diag {−λn}
N
n=N0+1 , B1 = col {bn}Nn=N0+1 .

(2.27)

Let G = H1(0, 1) × RN+2 be a Hilbert space with the norm
∥·∥

2
G := ∥·∥

2
H1 + |·|

2. Fix (t, ξ ) ∈ [0,∞) × G. Let Q = J × BG(ξ, R)
be a neighborhood of (t, ξ ), where J is an interval and BG(ξ, R) is
a ball of radius R > 0 around ξ . Let (tj, ϕ(j)) ∈ Q, j ∈ {1, 2}. Fixing
Γ = 1, by Lemma 1.2, for any j ∈ {1, 2} we have

maxx∈[0,1]

⏐⏐⏐ϕ(j)
1 (x)

⏐⏐⏐2 (1.5)
≤ 2

ϕ(j)
1

2

H1
≤ 2

(
R + ∥ξ1∥H1

)2
,

maxx∈[0,1]

⏐⏐⏐[ψ(x) 0]ϕ(j)
2

⏐⏐⏐2 ≤ ∥ψ(x)∥2
∞
(R + |ξ2|)

2 .

(2.28)

Hence, for some R1(ξ ) > 0 we have for j ∈ {1, 2} that maxx∈[0,1]⏐⏐⏐ϕ(j)
1 (x) − [ψ(x) 0]ϕ(j)

2

⏐⏐⏐ ≤ R1(ξ ). Let S = cl (J) × [0, 1] ×

[−R1(ξ ), R1(ξ )] ⊆ R3. By assumption, g is locally Lipschitz.
Denote by LS its Lipschitz constant on S. Then, we obtaing(t1, ·, ϕ(1)

1 (·) + [ψ(·) 0]ϕ(1)
2 )

− g(t2, ·, ϕ
(2)
1 (·) + [ψ(·) 0]ϕ(2)

2 )
2

≤ 2L2S
(
|t1 − t2|2 +

ϕ(1)
− ϕ(2)

2
G

) (2.29)

From (1.5), (2.26) and (2.29) it easily follows that f1(t, ξ ) and
f2(t, ξ ) satisfy assumption (F) in Theorem 6.3.1 in [34]. Further-
more, by (2.4), f1(t, ξ ) and f2(t, ξ ) also satisfy the conditions of
Theorem 6.3.3 in [34]. Hence, given w(·, 0) ∈ H1(0, 1), the system
(2.26) has a unique classical solution satisfying

ξ ∈ C ([0,∞);H) ∩ C1 ((0,∞);H) (2.30)

such that

ξ (t) ∈ D (diag {Aθ ,B}) = D (A)× RN+2
∀t > 0. (2.31)

2.3. H1-stability of the closed-loop system

Introduce the estimation error en(t) = wn(t) − ŵn(t), 0 ≤

n ≤ N . Using the estimation error and {c }
N in (2.21), the
0 n n=0
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ŵ(x∗, t) + ψ(x∗)u(t) − y(t) = ŵ(x∗, t) − w(x∗, t)
= −

∑N
n=0

[
wn(t) − ŵn(t)

]
φn(x∗) − ζ (t)

= −
∑N

n=0 cnen(t) − ζ (t),
ζ (t) = w(x∗, t) −

∑N
n=0wn(t)φn(x∗).

(2.32)

Let Γ > 0. By Lemmas 1.1 and 1.2 we have

ζ 2(t) ≤ maxx∈[0,1]

⏐⏐⏐w(x, t) −
∑N

n=0wn(t)φn(x)
⏐⏐⏐2

(1.5)
≤ (1 + Γ )

w(·, t) −
∑N

n=0wn(t)φn(·)
2

+Γ −1
wx(·, t) −

∑N
n=0wn(t)φ′

n(·)
2

(1.4)
=

∑
∞

n=N+1 κnw
2
n(t), κn = 1 + Γ + Γ −1λn.

(2.33)

Taking into account (2.13), (2.18), (2.21) and (2.32), the estima-
tion error satisfies the following ODEs

ėn(t) = −λnen(t) + hn(t)
− ln

∑N
n=0 cnen(t) − lnζ (t), 0 ≤ n ≤ N0,

ėn(t) = −λnen(t) + hn(t), N0 + 1 ≤ n ≤ N.
(2.34)

where we define

hn(t) = gn(t) − ĝn(t), n ≥ 0. (2.35)

Recall (2.21), (2.27) and denote

ŵN−N0 (t) = col
{
ŵn(t)

}N
n=N0+1 ,

eN0 (t) = col {en(t)}
N0
n=0 ,

eN−N0 (t) = col {en(t)}Nn=N0+1 ,

HN0 (t) = col {hn(t)}
N0
n=0 ,

HN−N0 (t) = col {hn(t)}Nn=N0+1 ,

X(t) = col
{
ŵN0 (t), eN0 (t), ŵN−N0 (t), eN−N0 (t)

}
,

Lζ = col
{
L̃0,−L0, 0, 0

}
∈ R2N+3,

Ĝ(t) = col
{
ĜN0 (t), 0, ĜN−N0 (t), 0

}
,

H(t) = col
{
0,HN0 (t), 0,HN−N0 (t)

}
,

KX = [K0, 0, 0, 0] ∈ R1×(2N+3).

(2.36)

Then, using (2.13), (2.18)–(2.21), (2.24), (2.32), (2.34) and (2.36),
the closed-loop system for t ≥ 0 can be presented as

Ẋ(t) = FXX(t) + Lζ ζ (t) + Ĝ(t) + H(t),
ẇn(t) = −λnwn(t) + ĝn(t) + hn(t)

− bnKXX(t), n > N
(2.37)

where

FX =

⎡⎣Ã0 − B̃0K0 L̃0C0 0 L̃0C1
0 A0 − L0C0 0 −L0C1

−B1K0 0 A1 0
0 0 0 A1

⎤⎦ .
The main stability result of this section is given in the following
theorem:

Theorem 2.1. Consider the system (2.11) with boundary condi-
tions (2.9), point measurement (2.10) and control law (2.24). As-
sume that g(t, x, z) is a locally Lipschitz function satisfying
g(t, x, 0) ≡ 0 and (2.4) for a given σ > 0. Let δ > 0, N0 ∈ N
satisfy (2.16) and N ∈ N satisfy N0 ≤ N. Let L0 and K0 be obtained

using (2.22) and (2.23), respectively. Given Γ > 0, let there exist

4

0 < P ∈ R(2N+3)×(2N+3) and scalars α1, α2, α3 > 0 such that⎡⎣ ψ0 PX Lζ
∗ 2ρ̄N+1

PX PX
0 0 Π1

∗ diag {−α1I,−α2I} 0
∗ ∗ Π2

⎤⎦ < 0,

Π1 =

[
0
1

]
[1 1 1] ,

Π2 = −
2κN+1
λN+1

diag
{

α1
λN+1

,
α2
λN+1

, α3

}
,

ρ̄N+1 = 2κ−1
N+1

(
−λ2N+1 + δλN+1 +

α2σ
2

2

)
(2.38)

olds with ψ0 given in (A.11)

ψ0 = PXFX + F T
X PX + 2δPX +

2α3ξN+1
π2 K T

X KX

+ 2α1σ
2ΞX + α2σ

2ΞE .
(2.39)

hen, given w(·, 0) ∈ H1(0, 1), the solution u(t), w(x, t) of (2.11)
ubject to the control law (2.24) and the observer ŵ(x, t) defined by
(2.17)–(2.19), satisfy

u2(t) + ∥w(·, t)∥2
H1 +

ŵ(·, t)
2
H1 ≤ De−2δt ∥w(·, 0)∥2

H1

(2.40)

for t ≥ 0 and some D ≥ 1. Moreover, the LMI (2.38) is always
easible for N large enough and σ > 0 small enough.

Proof. The proof is given in Appendix A. □

3. Finite-dimensional sequential sub-predictors for semilinear
heat equation

3.1. Problem formulation

In this section we consider stabilization of (2.1) under the
point measurement (2.3) and subject to delayed Neumann actu-
ation

zx(0, t) = 0, zx(1, t) = u(t − r), t ≥ 0. (3.1)

Here r > 0 is a known constant input delay and u(t) = 0 for
t ≤ 0. As in the previous section, g(t, x, z) is a locally Lipschitz
function satisfying g(t, x, 0) ≡ 0 and (2.4) for some σ > 0. We
aim to achieve H1-stabilization of (2.1) in the presence of the
input delay r > 0 in (3.1).

Let ψ(x) = −
2
π
cos

(
π
2 x

)
satisfy (2.5) and (2.6). To obtain ho-

mogeneous boundary conditions we employ the delayed change
of variables

w(x, t) = z(x, t) − ψ(x)u(t − r), (3.2)

that leads to the following PDE

wt (x, t) = wxx(x, t) + g (t, x, w(x, t) + ψ(x)u(t − r))
−ψ(x) [µu(t − r) + u̇(t − r)] (3.3)

As in the non-delayed case, we will construct an integral control
law. In order to satisfy u(t) = 0, t ≤ 0 and to guarantee that u(t)
is continuously differentiable in t ∈ R, we consider

u(t) =
∫ t
0 e−µ(t−s)v(s)ds, t ∈ R (3.4)

where v(t) will be constructed below as continuous and satisfying
to v(t) = 0 for t ≤ 0. Then, u(t) satisfies

u̇(t) = −µu(t) + v(t), t ∈ R. (3.5)

For our sub-predictor construction below, we would like the ODE
for u and the PDE for w to contain the control input evaluated at
the same time t − r (see wN0 (t) and wN−N0 (t) in (3.11) below).
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ence, replacing t by t − r in (3.5) and substituting into (3.3) we
obtain the following ODE–PDE system for t ≥ 0

˙(t − r) = −µu(t − r) + v(t − r),

t (x, t) = wxx(x, t) + g (t, x, w(x, t) + ψ(x)u(t − r))
− ψ(x)v(t − r)

(3.6)

with the boundary conditions (2.9) and measurement

y(t) = w(x∗, t) + ψ(x∗)u(t − r). (3.7)

We will treat u(t − r) as the additional state variable and v(t − r)
as the new control input.

We present the solution to (3.6) as (2.12), with {φn}
∞

n=0 defined
in (1.3). Similar to (2.13), we obtain for t ≥ 0

ẇn(t) = −λnwn(t) + gn(t) + bnv(t − r),
wn(0) = ⟨w(·, 0), φn⟩ , n ∈ Z+

(3.8)

where {bn}∞n=0 are given in (2.14) and

gn(t) = ⟨g (t, ·, w(·, t) + ψ(·)u(t − r)) , φn⟩ . (3.9)

Let δ > 0 be a desired decay rate and let N0 ∈ Z+ subject to (2.16)
define the number of modes in the controller. Let N ∈ Z+, N ≥

N0 and introduce

wN0 (t) = col
{
u(t − r), w1(t), . . . , wN0 (t)

}
,

wN−N0 (t) = col
{
wN0+1(t), . . . , wN (t)

}
,

GN0 (t) = col {0, gn(t)}
N0
n=1 ,

GN−N0 (t) = col {gn(t)}Nn=N0+1 .

(3.10)

Then, recalling A1 and B1 in (2.36) and using (3.8) we find that for
t ≥ 0 wN0 (t) and wN−N0 (t) satisfy

ẇN0 (t) = Ã0w
N0 (t) + B̃0v(t − r) + GN0 (t),

ẇN−N0 (t) = A1w
N−N0 (t) + B1v(t − r) + GN−N0 (t).

(3.11)

3.2. Finite-dimensional observer-based controller design

Consider the ODEs satisfied by wN0 (t), given in (3.11). In order
to deal with the input delay r > 0 therein, we fix M ∈ N and
subdivide r into M parts of equal size r

M . We first consider M ≥ 2
nd design a chain of sub-predictors (observers of future state)

ŵ
j
1(t − r) ↦→ · · · ↦→ ŵ

j
i

(
t −

M−i+1
M r

)
↦→ · · ·

↦→ ŵ
j
M

(
t −

1
M r

)
↦→ wj(t), j ∈ {N0,N − N0} .

(3.12)

Here ŵj
i

(
t −

M−i+1
M r

)
↦→ ŵ

j
i+1

(
t −

M−i
M r

)
means that ŵj

i(t) pre-
icts the value of ŵj

i+1(t +
r
M ). Similarly, ŵj

M (t) predicts the value
f wj(t +

r
M ).

Remark 3.1. Differently from the linear case [30], here the sub-
predictors are constructed for both wN0 (t) and wN−N0 (t). This is
due to the semilinearity in (2.1), which leads to coupling between
all modes of the solution.

We assume the following:

Assumption 2. The point x∗ ∈ [0, 1] satisfies (2.20) and ψ(x∗) ̸=

0.

Note that Assumption 2 holds for the particular case x∗ = 0 of
non-collocated measurement. Recall the notations in (2.21) and
let

C̃0 = [ψ(x∗), C0]. (3.13)

Under Assumption 2, the pair (Ã0, C̃0) is observable by the Hautus
lemma. Let L0 ∈ RN0+2 satisfy the Lyapunov inequality (2.22)
with 0 < Po ∈ R(N0+2)×(N0+2) and A0, C0 replaced by Ã0, C̃0,

respectively. We further choose the remaining gains as ln = d

5

0, N0 + 1 ≤ n ≤ N . Similarly, by the Hautus lemma, the pair
(Ã0, B̃0) is controllable. Let K0 ∈ R1×(N0+2) satisfy (2.23) with
0 < Pc ∈ R(N0+2)×(N0+2).

For 0 ≤ n ≤ N and 1 ≤ i ≤ M denote

ĝ (i)
n (t) =⟨
g

(
t +

(M+1−i)r
M , · ,Q (·) col

{
ŵ

N0
i (t), ŵN−N0

i (t)
})
, φn

⟩
,

Q T (x) = col {ψ(x), φ0(x), . . . , φN (x)} ,

ĜN0
i (t) = col

{
0, ĝ (i)

n (t)
}N0

n=0
,

ĜN−N0
i (t) = col

{
ĝ (i)
n (t)

}N

n=N0+1
.

(3.14)

The sub-predictors satisfy the following ODEs for t ≥ 0

˙̂w
N0
M (t) = Ã0ŵ

N0
M (t) + B̃0v

(
t −

M−1
M r

)
+ ĜN0

M (t)

− L0
[
C̃0ŵ

N0
M (t −

r
M ) + C1ŵ

N−N0
M (t −

r
M ) − y(t)

]
˙̂w
N−N0
M (t) = A1ŵ

N−N0
M (t) + B1v

(
t −

M−1
M r

)
+ ĜN−N0

M (t),
˙̂w
N0
i (t) = Ã0ŵ

N0
i (t) + B̃0v

(
t −

i−1
M r

)
+ ĜN0

i (t)

− L0
[
C̃0ŵ

N0
i (t −

r
M ) + C1ŵ

N−N0
i (t −

r
M )

− C̃0ŵ
N0
i+1(t) − C1ŵ

N−N0
i+1 (t)

]
,

˙̂w
N−N0
i (t) = A1ŵ

N−N0
i (t) + B1v

(
t −

i−1
M r

)
+ ĜN−N0

i (t), 1 ≤ i ≤ M − 1

(3.15)

subject to

ˆ
N0
i (t) = 0, ŵN−N0

i (t) = 0, 1 ≤ i ≤ M, t ≤ 0. (3.16)

Note that as i decreases, the input delay on the right-hand-side of
he ODEs in (3.15) decreases by r

M . For the case M = 1, the ODEs
have the following form

˙̂w
N0
1 (t) = Ã0ŵ

N0
1 (t) + B̃0v (t − r)+ ĜN0

1 (t)
− L0

[
C̃0ŵ

N0
1 (t − r) + C1ŵ

N−N0
1 (t − r) − y(t)

]
˙̂w
N−N0
1 (t) = A1ŵ

N−N0
1 (t) + B1v (t − r)+ ĜN−N0

1 (t).

(3.17)

The finite-dimensional observer ŵ(x, t) of the state w(x, t),
based on the M × (N + 2) dimensional system of ODEs (3.15)
is then given by

ŵ(x, t) = ŵ
N0
1 (t − r) · col {0, φn(x)}

N0
n=0

+ ŵ
N−N0
1 (t − r) · col {φn(x)}Nn=N0+1 .

(3.18)

The controller is further chosen as

v(t) = −K0ŵ
N0
1 (t). (3.19)

In particular, (3.15) and (3.16) imply continuity of v(t) and v(t) =

0 for t ≤ 0.
Well-posedness of the closed-loop system (3.6) and (3.15)

subject to the control law (3.19) follows from arguments similar
to (2.25)–(2.31) combined with the step method, meaning proof
of well-posedness step by step on the intervals [

jr
M ,

(j+1)r
M ), j =

0, 1, . . . (see Section A of [30], where such arguments have
been used for sub-predictors). In particular, given w(·, 0) ∈

H1(0, 1) we obtain a unique classical solution satisfying w(·, t) ∈

C
(
[0,∞); L2(0, 1)

)
∩ C1

(
(0,∞); L2(0, 1) \ J

)
with J =

{ jr
M

}∞

j=0.
urthermore, w(·, t) ∈ D (A) for all t > 0. We omit the details
ue to space constraints.
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.3. H1-stability of the closed-loop system

We define the estimation errors as follows

eN0
M (t) = wN0 (t) − ŵ

N0
M (t −

r
M ),

eN−N0
M (t) = wN−N0 (t) − ŵ

N−N0
M (t −

r
M ),

eN0
i (t) = ŵ

N0
i+1(t −

M−i
M r) − ŵ

N0
i (t −

M−i+1
M r),

eN−N0
i (t) = ŵ

N−N0
i+1 (t −

M−i
M r)

− ŵ
N−N0
i (t −

M−i+1
M r), 1 ≤ i ≤ M − 1.

(3.20)

hen, the innovation term on the right-hand-side of the ODEs for
ˆ
N0
M (t) given in (3.15) can be presented as

C̃0ŵ
N0
M (t −

r
M ) + C1ŵ

N−N0
M (t −

r
M ) − y(t)

(3.7)
= −C̃0e

N0
M (t) − C1e

N−N0
M (t) − ζ (t).

(3.21)

Here, ζ (t) is given in (2.32) and satisfies the estimate (2.33) with
Γ > 0. Furthermore, by (3.20), we have

ŵ
N0
1 (t − r) +

∑M
i=1 e

N0
i (t) = wN0 (t). (3.22)

If the errors eN0
i (t), 1 ≤ i ≤ M converge to zero, we have

ŵ
N0
1 (t) ↦→ wN0 (t + r), meaning that ŵN0

1 (t) predicts the future
system state wN0 (t + r).

Using (3.11), (3.15) and (3.21) we obtain

ėN0
M (t) =

(
Ã0 − L0C̃0

)
eN0
M (t) − L0C1e

N−N0
M (t) + L0C̃0

×Υ
N0
M,r (t) + L0C1Υ

N−N0
M,r (t) − L0ζ (t −

r
M ) + HN0

M (t)

ėN−N0
M (t) = A1e

N−N0
M (t) + HN−N0

M (t),

ėN0
M−1(t) =

(
Ã0 − L0C̃0

)
eN0
M−1(t) − L0C1e

N−N0
M−1 (t)

+ L0C̃0Υ
N0
M−1,r (t) + L0C1Υ

N−N0
M−1,r (t) + L0C̃0e

N0
M (t)

− L0C̃0Υ
N0
M,r (t) + L0C1e

N−N0
M (t) − L0C1Υ

N−N0
M,r (t)

+ L0ζ (t −
r
M ) + HN0

M−1(t),

ėN−N0
M−1 (t) = A1e

N−N0
M−1 (t) + HN−N0

M−1 (t), t ≥ 0,

(3.23)

whereas for 1 ≤ i ≤ M − 2

ėN0
i (t) = (Ã0 − L0C̃0)e

N0
i (t) − L0C1e

N−N0
i (t)

+ L0C̃0e
N0
i+1(t) + L0C1e

N−N0
i+1 (t) + L0C̃0Υ

N0
i,r (t)

+ L0C1Υ
N−N0
i,r (t) − L0C̃0Υ

N0
i+1,r (t)

− L0C1Υ
N−N0
i+1,r (t) + HN0

i (t),

ėN−N0
i (t) = A1e

N−N0
i (t) + HN−N0

i (t), t ≥ 0.

(3.24)

Here

Υ
N0
i,r (t) = eN0

i (t) − eN0
i (t −

r
M ),

Υ
N−N0
i,r (t) = eN−N0

i (t) − eN−N0
i (t −

r
M ),

HN0
M (t) = GN0 (t) − ĜN0

M (t −
r
M ),

HN−N0
M (t) = GN−N0 (t) − ĜN−N0

M (t −
r
M ),

HN0
i (t) = ĜN0

i+1(t −
M−i
M r) − ĜN0

i (t −
M−i+1

M r),

HN−N0
i (t) = ĜN−N0

i+1 (t −
M−i
M r) − ĜN−N0

i (t −
M−i+1

M r).

(3.25)

From (3.11), (3.19) and (3.22) we further have

ẇN0 (t) =

(
Ã0 − B̃0K0

)
wN0 (t) + B̃0K0

∑M
i=1 e

N0
i (t)

+GN0 (t),
ẇN−N0 (t) = A1w

N−N0 (t) + B1K0
∑M

i=1 e
N0
i (t)

N−N0

(3.26)
+G (t).
6

We introduce the notations

X(t) = col
{
wN0 (t), wN−N0 (t)

}
,

Xe(t) = col
{
eN0
1 (t), eN−N0

1 (t), . . . , eN0
M (t), eN−N0

M (t)
}
,

Υe,r (t) = Xe(t) − Xe
(
t −

r
M

)
,

H(t) = col
{
HN0

1 (t),HN−N0
1 (t), . . . ,HN0

M (t),HN−N0
M (t)

} (3.27)

and

G(t) = col
{
GN0 (t),GN−N0 (t)

}
,

FX =

[
Ã0 − B̃0K0 0

−B1K0 A1

]
, BX = col

{
B̃0, B1

}
,

I = [IN0+2 0 IN0+2 0 . . . IN0+2 0] ∈ R1×M(N+2),

F0 =

[
Ã0 − L0C̃0 −L0C1

0 A1

]
, L0 =

[
L0
0

]
, C = [C̃0 C1],

Fe = IM ⊗ F0 + J0,M ⊗ L0C, K̃0 = [K0, 01×(N−N0)]

Λe = IM ⊗ L0C − J0,M ⊗ L0C,
Lζ = col {0, 0, . . . , 0,L0,−L0} ∈ RM(N+2).

(3.28)

Here J0,M is an upper triangular Jordan block of order M with zero
diagonal and ⊗ is the Kronecker product. Then, from (3.8), (3.24),
(3.26) and (3.28) we obtain the following closed-loop system for
t ≥ 0

Ẋ(t) = FXX(t) + BXK0IXe(t) + G(t),
Ẋe(t) = FeXe(t) +ΛeΥe,r (t) + Lζ ζ (t −

r
M ) + H(t),

ẇn(t) = −λnwn(t) + gn(t) − bnK̃0X(t)
+ bnK0IXe(t), n > N.

(3.29)

ifferently from the existing finite-dimensional controllers [8,35],
here the closed-loop systems are written in terms of the ob-
erver and the tail wn(t) (n > N), here (3.29) is presented in
erms of the state X(t), the estimation errors Xe(t) and the tail.
his allows to eliminate the delay r from the ODEs of X(t) and
n(t), n > N while decreasing it to r

M (which is small for large
M) in the ODEs of Xe(t).

Remark 3.2. Consider the ODEs satisfied by the subpredictor
errors Xe(t) in (3.29). For ζ (t) ≡ 0 and σ = 0 (i.e. g ≡ 0), stability
of the ODE for Xe(t) was demonstrated in [30, Theorem 1], by
recursively constructing a Lyapunov functional. For ζ (t) ≡ 0, it
can be easily verified that |H(t)|2 ≤ σ 2 |Xe(t)|2. Hence, the same
Lyapunov functional can be used to show stability of Xe(t) for
ζ (t) ≡ 0 and small σ > 0. The coupling of Xe(t) with the tail
ODEs through ζ

(
t −

r
M

)
is treated in the H1-stability analysis

in Appendix B, via the Lyapunov functional defined by (B.1) and
(B.2).

The main stability result of this section is given in the follow-
ing theorem:

Theorem 3.1. Consider the system (3.6) with boundary condi-
tions (2.9), point measurement (3.7) and control law (3.19). Assume
that g(t, x, z) is a locally Lipschitz function satisfying g(t, x, 0) ≡ 0
and (2.4) for a given σ > 0. Let δ > 0, N0 ∈ N satisfy (2.16) and
N ∈ N satisfy N0 ≤ N. Let L0 and K0 be obtained using (2.22) (with
A0, C0 replaced by Ã0, C̃0) and (2.23), respectively. Given M ∈ N
and Γ > 0, let there exist positive definite matrices PX , Pe, Se, Re
and scalars q, α1, α2, α3, β > 0 such that

Ψ1 < 0,[
ϕ3 1 1 1

∗ −
2

λN+1
diag

{
α1

λN+1
, α2, α3

} ]
< 0,

ϕ3 = −λ2N+1 +
(
δ +

qΓ
2

)
λN+1

2 q

(3.30)
+ σ (α1 + β)+ 2 (1 + Γ )



R. Katz and E. Fridman Systems & Control Letters 165 (2022) 105275

c

V

D
(

Table 1
Theorem 2.1: Feasibility of LMI.
N 3 4 5 6 7 8

σmax 0.39 0.47 0.59 0.64 0.76 0.83

where

Ψ1 =

⎡⎢⎢⎣
Φ1

PXBXK0I 0 0
0 0 0

0
0

∗ Φ2

Pe
0
0

∗ ∗ −βI

⎤⎥⎥⎦ +
( r
M

)2
ΘTReΘ,

Φ1 =

[
ϕ1 PX

−α1I

]
, Φ2 =

[
ϕ2 PeLζ PeΛe − εr,M Se
∗ −qεr,M 0
∗ ∗ −εr,M (Se + Re)

]
,

Θ = [0, 0, Fe,Lζ ,Λe, I],
ϕ1 = PXFX + F T

X PX + 2δPX
+ 2α1σ

2ΞX +
2α2ξN+1
π2 K̃ T

0 K̃0

ϕ2 = PeFe + F T
e Pe + 2δPe +

2α3ξN+1
π2 ITK T

0 K0I
+ 2βσ 2ΞE +

(
1 − εr,M

)
Se.

(3.31)

Then, given w(·, 0) ∈ H1(0, 1), the solution u(t − r), w(x, t) of (3.6)
subject to the control law (3.19) and the observer ŵ(x, t), defined by
(3.15) (with notations (3.14)) and (3.18), satisfy

u2(t − r) + ∥w(·, t)∥2
H1

+
ŵ(·, t)

2
H1 ≤ De−2δt ∥w(·, 0)∥2

H1
(3.32)

for t ≥ 0 and some D ≥ 1. Given r > 0, (3.30) are always feasible
for M,N large enough and σ > 0 small enough.

Proof. The proof is given in Appendix B. □

4. Numerical example

Consider first (2.1) under Neumann actuation (2.2) and bound-
ary measurement (2.3), where x∗ = 0. Recall that g(t, x, z) is a
locally Lipschitz function satisfying g(t, x, 0) ≡ 0 and (2.4) for a
given σ > 0. Let δ = 0.001 be the desired decay rate and N0 = 0.
This value of δ is chosen to minimize the observer dimension
which preserves feasibility of the LMIs. Let the gains L0 and K0
satisfy (2.22) and (2.23), respectively. The gains are given by

L0 = 2.75, K0 =
[
−5.468 32.19

]
.

Given N ∈ {4, 5, . . . , 9}, the LMI of Theorem 2.1 was verified
using Matlab to obtain the largest value of σ which preserves fea-
sibility of the LMI. The results are presented in Table 1. In this ex-
ample, simulations show that increasing the observer dimension
N allows to obtain larger σmax.

Next, consider (2.1) under Neumann actuation with constant
input delay (2.2) and boundary measurement (2.3), where x∗ = 0.
Let δ = 0.001 be the desired decay rate, σ = 0.5 and N0 = 0. This
value of δ is chosen to minimize the observer dimension and to
maximize the input delay which preserve feasibility of the LMIs.
Let the gains L0 and K0 be obtained using (2.22) (with C0 replaced
by C̃0 in (3.13)) and (2.23), respectively. The gains are given by

L0 =
[
7.33 1.01

]T
, K0 =

[
1.95 0.55

]
. (4.1)

Given M = 2 and N ∈ {4, 5, 6}, the LMIs of Theorem 3.1 were
verified to obtain the largest value of the input delay r > 0
which preserves feasibility of the LMIs. The results are presented
in Table 2.

For simulations of the closed-loop system, consider (2.1) under
Neumann actuation with constant input delay (2.2), boundary
measurement (2.3) at x∗ = 0 and

g(t, x, z) = σ sin(t + 3x + z).
7

Table 2
Theorem 3.1: Feasibility of LMIs (σ = 0.5, M = 2).
N 4 5 6

rmax 0.32 0.45 0.56

We fix σ = 0.5, delay r = 0.32, N = 4 and M = 2 subpredictors.
Let the gains be given by (4.1). The ODE–PDE system (3.6) and
subpredictor ODEs (3.15) were simulated using the FTCS (For-
ward Time Centered Space) and Forward Euler finite-difference
schemes, where the initial condition was chosen as

w(x, 0) = 8.5x(1 − x), x ∈ [0, 1].

The simulation results are given in Fig. 1 and confirm our theo-
retical analysis. Stability of the closed-loop system in simulation
was preserved for r = 0.63, which implies that our approach is
somewhat conservative in this example.

5. Conclusions

In this paper we studied global boundary stabilization of
a semilinear heat equation under point measurement. For the
non-delayed case, we suggested a finite-dimensional nonlinear
observer-based controller. To compensate a constant input delay,
we constructed nonlinear sequential sub-predictors. A numeri-
cal example demonstrated the efficiency of the approach. Our
method in the future can be extended to other semilinear PDEs.
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Appendix A. Proof of Theorem 2.1

For H1-stability analysis of the closed-loop system (2.37) we
onsider the Lyapunov function

(t) = XT (t)PXX(t) +

∞∑
n=N+1

λnw
2
n(t) (A.1)

where 0 < PX ∈ R(2N+3)×(2N+3) to be obtained from LMIs.
ifferentiating V (t) along the solution to the closed-loop system
2.37) we have

V̇ + 2δV = 2XT (t)
[
PXFX + F T

X PX + 2δPX
]
X(t)

+ 2XT (t)PXLζ ζ (t) + 2XT (t)PX Ĝ(t) + 2XT (t)PXH(t)
+ 2

∑
∞

n=N+1

(
−λ2n + δλn

)
w2

n(t)∑
∞

[ ] (A.2)
+ 2 n=N+1 λnwn(t) ĝn(t) + hn(t) − bnKXX(t) .
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Fig. 1. Closed-loop system simulation.
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S

et α1 > 0, we compensate the series with
{
ĝn(t)

}∞

n=N+1 by using
the Young inequality

2
∑

∞

n=N+1 λnwn(t)ĝn(t) ≤
1
α1

∑
n=N+1 λ

2
nw

2
n(t)

−α1

⏐⏐⏐Ĝ(t)⏐⏐⏐2 + α1
∑

∞

n=0 ĝ
2
n (t).

(A.3)

Then, by Parseval’s equality and (2.4) we obtain

α1
∑

∞

n=0 ĝ
2
n (t) = α1

∫ 1
0 |g(t, x, ŵ(x, t) + ψ(x)u(t))|2dx

(2.4)
≤ α1σ

2
∫ 1
0 |ŵ(x, t) + ψ(x)u(t)|2dx

≤ 2α1σ
2
ŵ(·, t)

2
+ 2α1σ

2u2(t) ∥ψ∥
2

= 2α1σ
2XT (t)ΞXX(t),

ΞX
(2.5)
= diag

{
2
π2 , IN0+1, 0, IN−N0 , 0

}
.

(A.4)

imilarly, introducing α2 > 0 we have

2
∑

∞

n=N+1 λnwn(t)hn(t) ≤
1
α2

∑
n=N+1 λ

2
nw

2
n(t)

−α2 |H(t)|2 + α2
∑

∞

n=0 h
2
n(t).

(A.5)

Recall that
hn = ⟨g (t, ·, w(·, t) + ψ(·)u(t)) , φn⟩

−
⟨
g

(
t, ·, ŵ(·, t) + ψ(·)u(t)

)
, φn

⟩
, n ≥ 0. (A.6)

Then, by Parseval’s equality we obtain

α2
∑

∞

n=0 h
2
n(t)

(2.4)
≤ α2σ

2
∫ 1
0 |ŵ(x, t) − w(x, t)|2dx

= α2σ
2XT (t)ΞEX(t) + α2σ

2 ∑
n=N+1w

2
n(t),

ΞE = diag
{
0, IN0 , 0, IN−N0

}
∈ R(2N+3)×(2N+3).

(A.7)

We bound the last term in (A.2) by using Young’s inequality with
some α3 > 0:

2
∑

∞

n=N+1 λnwn(t) (−bnKXX(t))

≤
1
α3

∑
∞

n=N+1 λnw
2
n(t) + α3

(∑
∞

n=N+1 λnb
2
n

)
|KXX(t)|2

(2.15)
≤

1
α3

∑
∞

n=N+1 λnw
2
n(t) +

2α3ξN+1
π2 |KXX(t)|2 .

(A.8)

inally, denoting for n ≥ N

n = κ−1
n

(
−λ2n + δλn +

λn
+
λ2n

+
λ2n

+
α2σ

2 )

2α3 2α2 2α1 2

8

and assuming that ρN+1 < 0, it can be seen that ρn is monotoni-
cally decreasing. The latter follows from monotonicity of λn. Then
for the series terms in (A.2) we have

∑
∞

n=N+1

(
−λ2n + δλn +

λn
2α3

+
λ2n
2α1

+
λ2n
2α2

+
α2σ

2

2

)
w2

n(t)

=
∑

∞

n=N+1 ρnκnw
2
n(t)

(2.33)
≤ ρN+1ζ

2(t).

(A.9)

Let η(t) = col
{
X(t), ζ (t), Ĝ(t),H(t)

}
. From (A.2)–(A.9) we have

V̇ + 2δV ≤ ηT (t)Ψ0η(t) ≤ 0 (A.10)

rovided

Ψ0 =

[
ψ0 PX Lζ
∗ 2ρN+1

PX PX
0 0

∗ diag {−α1I,−α2I}

]
< 0, (A.11)

ith ψ0 given in (2.39). By Schur complement, it can be seen that
0 < 0 is equivalent to (2.38).
Next, feasibility of (2.38) implies, by the comparison principle,

hat V (t) ≤ e−2δtV (0), t ≥ 0. Since u(0) = 0 (see (2.9)) we have

V (0) ≤ σmax(PX )
[
w2

0(0) +
∑N

n=1w
2
n(0)

]
+

∑
∞

n=N+1 λnw
2
n(0)

(1.4)
≤ max {σmax(PX ), 1} ∥w(·, 0)∥2

H1 .

(A.12)

imilarly for t ≥ 0

V (t)
(1.4)
≥

1
2 min

{
σmin(PX )
λN+1

, 1
}

∥w(·, t)∥2
H1 . (A.13)

The estimate (2.40) now follows from (A.12) and (A.13). We now
consider feasibility of (2.38) for large enough N and small enough
σ > 0. First, note that for σ = 0 (i.e. when g ≡ 0 in (2.1))
arguments similar to proof of Theorem 3.1 in [8] show feasibility
of (2.38) for large enough N . Fixing such N and using continuity
of the eigenvalues of the matrix in (2.38) we find that (2.38) is
feasible for small enough σ > 0.
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ppendix B. Proof of Theorem 3.1

For H1-stability analysis of (3.29) we define the Lyapunov
unctional

V (t) := VX (t) + Ve(t) + Vq(t),
VX (t) = |X(t)|2PX +

∑
∞

n=N+1 λnw
2
n(t),

Vq(t) = q
∫ t
t− r

M
e−2δ(t−s)ζ 2(s)ds,

Ve(t) = |Xe(t)|2Pe + VSe (t) + VRe (t)

(B.1)

Here 0 < PX and 0 < Pe are matrices of appropriate dimensions,
whereas 0 < q is a scalar. Furthermore, VSe (t) and VRe (t) are given
by

VSe (t) :=
∫ t
t− r

M
e−2δ(t−s) |Xe(s)|2Se ds,

VRe (t) :=
r
M

∫ 0
−

r
M

∫ t
t+θ e

−2δ(t−s)
⏐⏐Ẋe(s)

⏐⏐2
Re

dsdθ
(B.2)

here 0 < Se and 0 < Re are matrices of appropriate dimension.
ote that VX (t) allows to compensate ζ (t) using (2.33), Vq(t)

compensates ζ (t −
r
M ), whereas Ve(t) compensate the delay r

M
ppearing in the ODEs of Xe(t).
Differentiating Vq(t) gives

V̇q + 2δVq = qζ 2(t) − qεr,Mζ 2
(
t −

r
M

)
, εr,M = e−

2δr
M . (B.3)

ifferentiating VX (t) along the solution to (3.29) gives

V̇X + 2δVX = XT (t)
[
PXFX + F T

X PX + 2δPX
]
X(t)

+ 2XT (t)PXBXK0IXe(t) + 2XT (t)PXG(t)
+ 2

∑
∞

n=N+1

(
−λ2n + δλn

)
w2

n(t)

+ 2
∑

∞

n=N+1 λnwn(t)
[
gn(t) − bn

(
K̃0X(t) − K0IXe(t)

)]
.

(B.4)

Let α1 > 0. By the Young inequality we have

2
∑

∞

n=N+1 λnwn(t)gn(t)

≤
1
α1

∑
∞

n=N+1 λ
2
nw

2
n(t) − α1 |G(t)|2 + α1

∑
∞

n=0 g
2
n (t).

(B.5)

y Parseval’s equality we have∑
∞

n=0 g
2
n (t)

(3.9)
=

∫ 1
0 |g (t, s, w(s, t) + ψ(s)u(t − r))|2 ds

(2.4)
≤ σ 2

∫ 1
0 [w(s, t) + ψ(s)u(t − r)]2 ds

≤ 2σ 2XT (t)ΞXX(t) + 2σ 2 ∑
∞

n=N+1w
2
n(t),

ΞX
(2.5)
= diag

{
2
π2 , IN+1

}
.

(B.6)

imilarly, we have for α2, α3 > 0

−2
∑

∞

n=N+1 λnwn(t)bnK̃0X(t)
(2.15)
≤

1
α2

∑
∞

n=N+1 λnw
2
n(t) +

2α2ξN+1
π2

⏐⏐⏐K̃0X(t)
⏐⏐⏐2 ,

and

2
∑

∞

n=N+1 λnwn(t)bnK0IXe(t)
(2.15)
≤

1
α3

∑
∞

n=N+1 λnw
2
n(t) +

2α3ξN+1
π2 |K0IXe(t)|2

(B.7)

ifferentiation of Ve(t) and Jensen’s inequality lead to

V̇e + 2δVe ≤ XT
e (t)

[
PeFe + F T

e Pe + 2δPe
]
Xe(t)

+ 2XT
e (t)PeΛeΥe,r (t) + 2XT

e (t)PeLζ ζ (t −
r
M )

+ 2XT
e (t)PeH(t) + |Xe(t)|2Se − εr,M×[⏐⏐Xe(t) − Υe,r (t)

⏐⏐2
Se

+
⏐⏐Υe,r (t)

⏐⏐2
Re

]
+

( r
M

)2 ⏐⏐Ẋe(t)
⏐⏐2
Re
.

(B.8)

Recall GN0 (t), GN−N0 (t) in (3.10),
{
ĜN0
i (t), ĜN−N0

i (t)
}M

i=1
in (3.14),

the estimation errors in (3.20) and H(t) defined in (3.25) and
9

(3.27). By Parseval’s equality we have⏐⏐⏐HN0
M (t)

⏐⏐⏐2 +

⏐⏐⏐HN−N0
M (t)

⏐⏐⏐2
=

∑N
n=0

[
gn(t) − ĝ (M)

n (t −
r
M )

]2

(3.10), (3.14)
≤

∫ 1
0 |g (t, s, w(s, t) + ψ(s)u(t − r))

− g
(
t, s,Q1(s)ŵ

N0
M (t −

r
M ) + Q2(s)ŵ

N−N0
M (t −

r
M )

)⏐⏐⏐2 ds
(2.4)
≤ σ 2

∫ 1
0

[
w(s, t) + ψ(s)u(t − r) − Q1(s)ŵ

N0
M (t −

r
M )

−Q2(s)ŵ
N−N0
M (t −

r
M )

]2
ds

≤ 2σ 2eN0,T
M (t)Ξ1e

N0
M (t) + 2σ 2

⏐⏐⏐eN−N0
M (t)

⏐⏐⏐2
+ 2σ 2 ∑

∞

n=N+1w
2
n(t),⏐⏐⏐HN0

i (t)
⏐⏐⏐2 +

⏐⏐⏐HN−N0
i (t)

⏐⏐⏐2 ≤ 2σ 2eN0,T
i (t)Ξ1e

N0
i (t)

+ 2σ 2
⏐⏐⏐eN−N0

i (t)
⏐⏐⏐2 ,

Ξ1
(2.5)
=

{
2
π2 , IN0+1

}
, 1 ≤ i ≤ M − 1

(B.9)

By (3.27) and (3.28), the latter implies

|H(t)|2 ≤ 2σ 2XT
e (t)ΞEXe(t) + 2σ 2 ∑

∞

n=N+1w
2
n(t),

ΞE = diag
{
Ξ1, IN−N0 , . . . ,Ξ1, IN−N0

}
.

(B.10)

Let η(t) = col
{
X(t),G(t), Xe(t), ζ (t −

r
M ),Υe,r (t),H(t)

}
. By (B.3)–

(B.10) and the S-procedure [36, Sec 3.2.3], we have for β > 0

V̇ + 2δV + β
{
2σ 2XT

e (t)ΞEXe(t)

+ 2σ 2 ∑
∞

n=N+1w
2
n(t) − |H(t)|2

}
≤ ηT (t)Ψ1η(t) + qζ 2(t) + 2

∑
∞

n=N+1ϖnw
2
n(t)

(B.11)

here

ϖn =

(
−1 +

1
2α1

)
λ2n +

(
δ +

1
2α2

+
1

2α3

)
λn

+ σ 2 (α1 + β) , n > N

nd Ψ1 is given in (3.31). To compensate ζ 2(t) in (B.11) we use
2.33) and monotonicity of {λn}

∞

n=1 as follows

qζ 2(t) + 2
∑

∞

n=N+1ϖnw
2
n(t)

(2.33)
≤

∑
∞

n=N+1 (2ϖn + qκn) w2
n(t) ≤ 0

(B.12)

rovided ϖN+1 +
qκN+1

2 < 0. From (B.11)–(B.12) we have

V̇ + 2δV + β
{
2σ 2XT

e (t)Ξ2Xe(t)

+ 2σ 2 ∑
∞

n=N+1w
2
n(t) − |H(t)|2

}
≤ 0

(B.13)

rovided Ψ1 < 0 and ϖN+1 +
qκN+1

2 < 0 hold. By Schur
complement, these are satisfied iff (3.30) hold.

The upper bound (3.32) follows from arguments similar to
(A.12) and (A.13) in Theorem 2.1. Next, we fix r > 0 and treat
feasibility of (3.30) for M,N large enough and σ > 0 small
enough. For σ = 0 (i.e. when g ≡ 0 in (2.1)), feasibility for large
enough M and N follows from Theorem 1 in [30]. Fixing such M
and N and using continuity of eigenvalues, we have that (3.30)
are feasible provided σ > 0 is small enough.
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