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#### Abstract

Recently, finite-dimensional observer-based controllers were introduced for 1D parabolic PDEs via the modal decomposition method. In the present paper we suggest a sampled-data implementation of a finite-dimensional boundary controller for 1D parabolic PDEs under discrete-time point measurement. We consider the heat equation under boundary actuation and point (either in-domain or boundary) measurement. In order to manage with point measurement, we employ dynamic extension and prove $H^{1}$-stability. Due to dynamic extension, which leads to proportional-integral controller, we suggest a sampled-data implementation of the controller via a generalized hold device. We take into account the quantization effect that leads to a disturbed closed-loop system and input-to-state stability (ISS) analysis. We use Wirtinger-based piecewise continuous in time Lyapunov functionals which compensate sampling in the finite-dimensional state and lead to the simplest efficient stability conditions for ODEs. To compensate sampling in the infinite-dimensional tail, we introduce a novel form of Halanay's inequality for ISS, which is appropriate for functions with jump discontinuities that do not grow in the jumps. Numerical examples demonstrate the efficiency of our method.
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## 1. Introduction

Finite-dimensional observer-based control for PDEs is attractive for applications and theoretically challenging. Such controllers for parabolic systems were designed by the modal decomposition approach in Balas (1988), Christofides (2001), Curtain (1982) and Harkort and Deutscher (2011). The latter results were mostly restricted to bounded control and observation operators, whereas efficient bounds on the observer and controller dimensions were missing. In the recent paper (Katz \& Fridman, 2020a), the first constructive LMI-based method for finitedimensional observer-based controller for the 1D heat equation was suggested, where the controller dimension and the resulting exponential decay rate were found from simple LMI conditions. Robustness of finite-dimensional controllers with respect to input and output delays was studied in Katz and Fridman (2021b). The results of Katz and Fridman (2020a) and Katz and Fridman

[^0](2021b) are confined to cases where at least one of the observation or control operators is bounded. Sampled-data and delayed boundary control of the 1D heat equation under boundary measurement was studied in Katz, Fridman and Selivanov (2021) by using an infinite-dimensional PDE observer. Finite-dimensional boundary control of a linear 1D Kuramoto-Sivashinsky equation (KSE) under point measurement was studied in Katz and Fridman (2021a) and Katz and Fridman (2020b), where a dynamic extension was employed.

Sampled-data finite-dimensional controllers for parabolic PDEs, implemented by zero-order hold devices, were suggested in Bar Am and Fridman (2014), Fridman and Blighovsky (2012) and Kang and Fridman (2018) for distributed static output-feedback control, in Karafyllis and Krstic (2017) and Karafyllis and Krstic (2018) for boundary state-feedback and in Katz and Fridman (2021b) and Katz, Fridman et al. (2021) for observer-based control. Event-triggered sampled-data control of PDEs has been studied in Espitia (2020), Espitia, Karafyllis, and Krstic (2021) and Selivanov and Fridman (2016a). Recently, input-to-state stability (ISS) of PDEs has regained much interest. ISS for the 1D heat equation with boundary disturbance was studied in Karafyllis and Krstic (2016). State-feedback with ISS analysis of diagonal boundary control systems was considered in Lhachemi, Shorten, and Prieur (2020). Non-coercive Lyapunov functionals for ISS of infinite-dimensional systems were studied in Jacob, Mironchenko, Partington, and Wirth (2019). A survey of ISS results can be found in Mironchenko and Prieur (2020).

For sampled-data and delayed control of parabolic PDEs, combinations of Lyapunov functionals with Halanay's inequality appear to be an efficient tool. This combination was introduced for stabilization via the spatial decomposition method under point measurements in Fridman and Blighovsky (2012) and via modal decomposition in Katz and Fridman (2021b). This tool is also useful for ODEs with delays: for sampled-data control of nonlinear time-delays systems (Pepe \& Fridman, 2017), decentralized delayed control of coupled ODE systems with delayed coupling (Zhu \& Fridman, 2020) and distributed observers with time-varying delays (Silm et al., 2021).

Wirtinger-based Lyapunov functionals that are piecewise continuous in time lead to the simplest efficient LMI conditions for sampled-data control of ODEs (Liu \& Fridman, 2012; Selivanov \& Fridman, 2016b). For combination of such functionals with Halanay's inequality, an extension of Halanay's inequality to piecewise continuous in time functions is needed. Note that existing Halanay's inequalities for ISS are confined to continuous functions (Hien, Phat, \& Trinh, 2015; Wen, Yu, \& Wang, 2008). Moreover, the corresponding ISS bound has an additive constant. Therefore, using this bound between the sampling intervals in the case of piecewise continuous functions leads to an additive accumulation of this constant in the ISS bound as $t \rightarrow \infty$. Recently, a relaxed ISS Halanay's inequality for $C^{1}$ functions was suggested in Mazenc, Malisoff, and Krstic (2021) with an ISS bound in terms of some constants, whereas the values of these constants were given only implicitly.

In the present paper we suggest a sampled-data implementation of finite-dimensional boundary controllers for 1D parabolic PDEs under discrete-time point measurement. We consider the heat equation under boundary actuation and point (either indomain or boundary) measurement. In order to manage with point measurement, we employ dynamic extension and prove $H^{1}$-stability. We derive a reduced-order closed-loop system. Our analysis leads to reduced-order LMIs that offer both computational and theoretical advantages (essentially simpler proofs of LMIs feasibility for large enough observer dimension $N$ and of the fact that LMI feasibility for $N$ implies feasibility for $N+1$ ). Such reduced-order conditions were initiated in our recent paper (Katz, Basre \& Fridman, 2021) for the case of bounded measurements. Due to dynamic extension, we suggest a sampled-data implementation of the controller via a generalized hold device (see e.g. Mirkin (2016) for ODEs and references therein). We also take into account a quantization effect that leads to a disturbed closedloop system and ISS analysis. Note that quantized control of PDEs was studied in Bekiaris-Liberis (2020) and Selivanov and Fridman (2016a).

An essential tool for our sampled-data ISS analysis is a novel ISS Halanay's inequality with explicit constants in the bounds, which is appropriate for functions with jump discontinuities that do not grow in the jumps. For sampled-data finite-dimensional control of the heat equation, we use Wirtinger-based Lyapunov functionals which compensate sampling in the finite-dimensional state, and combine them with the novel ISS Halanay's inequality that compensates for measurement sampling in the infinitedimensional tail. Our Lyapunov-based ISS analysis results in an explicit estimate of the ultimate bound, in terms of the quantization error. Numerical examples show the efficiency of our method.

The article is organized as follows. Section 2 presents new ISS Halanay's inequalities, whose proofs are given in Appendix. As the first basic step for stabilization under unbounded control and observation operator, Section 3 considers finite-dimensional design in the continuous-time case under Dirichlet actuation and point measurement. Results on quantized sampled-data control under point measurement are presented in Sections 4 (Dirichlet
actuation) and 5 (Neumann actuation). Numerical examples are given in Section 6 and Conclusions in Section 7. Some preliminary results on finite-dimensional design in the continuous-time case under Dirichlet actuation and point measurement were presented in Katz and Fridman (2021c), where the stability analysis was provided by using the full-order system leading to the full-order LMIs.

Notations and preliminaries: $L^{2}(0,1)$ is the Hilbert space of Lebesgue measurable and square integrable functions $f:[0,1] \rightarrow$ $\mathbb{R}$ with the inner product $\langle f, g\rangle:=\int_{0}^{1} f(x) g(x) d x$ and induced norm $\|f\|^{2}:=\langle f, f\rangle . H^{k}(0,1)$ is the Sobolev space of functions $f:[0,1] \rightarrow \mathbb{R}$ having $k$ square integrable weak derivatives, with the norm $\|f\|_{H^{k}}^{2}:=\sum_{j=0}^{k}\left\|f^{(j)}\right\|^{2}$. The Euclidean norm on $\mathbb{R}^{n}$ is denoted by $|\cdot|$. We write $f \in H_{0}^{1}(0,1)$ if $f \in H^{1}(0,1)$ and $f(0)=f(1)=0$. For $P \in \mathbb{R}^{n \times n}, P>0$ means that $P$ is symmetric and positive definite. The sub-diagonal elements of a symmetric matrix will be denoted by $*$. For $0<U \in \mathbb{R}^{n \times n}$ and $x \in \mathbb{R}^{n}$ we denote $|x|_{U}^{2}=x^{T} U x . \mathbb{Z}_{+}$denotes the nonnegative integers.

In this paper we use Wirtinger-based Lyapunov functionals that were introduced for sampled-data control of ODEs in Liu and Fridman (2012). These functionals were extended to ISS analysis in Selivanov and Fridman (2016b). The positivity of such functionals follows from the following extension of Wirtinger's inequality:

Lemma 1.1 (Selivanov \& Fridman, 2016b). Let $\delta_{0} \in \mathbb{R}$ and $X$ : $[a, b] \rightarrow \mathbb{R}^{n}$ be an absolutely continuous function with $\dot{X} \in L^{2}(a, b)$ such that $X(a)=0$ or $X(b)=0$. Then for any $0<W \in \mathbb{R}^{n \times n}$, the following inequality holds:

$$
\begin{align*}
& \int_{a}^{b} e^{2 \delta_{0} \xi} X^{T}(\xi) W X(\xi) d \xi \\
& \quad \leq e^{2\left|\delta_{0}\right|(b-a)} \frac{4(b-a)^{2}}{\pi^{2}} \int_{a}^{b} e^{2 \delta_{0} \xi} \dot{X}^{T}(\xi) W \dot{X}(\xi) d \xi \tag{1.1}
\end{align*}
$$

Consider the Sturm-Liouville eigenvalue problem

$$
\begin{equation*}
\phi^{\prime \prime}+\lambda \phi=0, \quad x \in(0,1) \tag{1.2}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
\phi^{\prime}(0)=\phi(1)=0 . \tag{1.3}
\end{equation*}
$$

This problem induces a sequence of eigenvalues with corresponding eigenfunctions. The normalized eigenfunctions form a complete orthonormal system in $L^{2}(0,1)$. The eigenvalues and corresponding eigenfunctions are given by

$$
\begin{equation*}
\phi_{n}(x)=\sqrt{2} \cos \left(\sqrt{\lambda_{n}} x\right), \lambda_{n}=(n-0.5)^{2} \pi^{2}, n \geq 1 . \tag{1.4}
\end{equation*}
$$

The following lemma will be used:
Lemma 1.2 (Katz E Fridman, 2020a). Let $h \stackrel{L^{2}}{=} \sum_{n=1}^{\infty} h_{n} \phi_{n}$, where $h_{n}=\left\langle h, \phi_{n}\right\rangle$. Then $h \in H^{1}(0,1)$ satisfies $h(1)=0$ iff $\sum_{n=1}^{\infty} \lambda_{n} h_{n}^{2}<$ $\infty$. Moreover,

$$
\begin{equation*}
\left\|h^{\prime}\right\|^{2}=\sum_{n=1}^{\infty} \lambda_{n} h_{n}^{2} \tag{1.5}
\end{equation*}
$$

In this paper, all functions of interest will belong to $\{h \in$ $\left.H^{1}(0,1) \mid h(1)=0\right\}$. By Wirtinger's inequality, the standard $H^{1}$ norm of $h$ is equivalent to $\left\|h^{\prime}\right\|$. Therefore, in this work we use $\|h\|_{H^{1}}=\left\|h^{\prime}\right\|$.

## 2. ISS Halanay's inequalities for piecewise continuous functions

In this section we introduce novel forms of Halanay's inequalities for ISS. Our formulations allow the function to have jump
discontinuities, provided it does not grow in the jumps. The resulting inequalities are applied in the next sections to sampleddata boundary control of the heat equation in the presence of quantization, where two sequences of sampling instances will be introduced: $\left\{s_{k}\right\}_{k=0}^{\infty}$ will be the measurement sampling instances, whereas $\left\{t_{j}\right\}_{j=0}^{\infty}$ will be the controller hold times. Since the sequences are assumed to be independent, $\left[s_{k}, s_{k+1}\right), k \in$ $\mathbb{Z}_{+}$may contain elements from $\left\{t_{j}\right\}_{j=0}^{\infty}$. Our Lyapunov functional $V(t)$ (see (4.20) and Fig. 1), which compensates sampling in the finite-dimensional part of the closed-loop system (4.17), may be discontinuous at $t=s_{k}$ and $t=t_{j}, k, j \in \mathbb{Z}_{+}$, whereas Halanay's inequality will be used to compensate $s_{k}, k \in \mathbb{Z}_{+}$in the infinitedimensional tail. Thus, the presented Lyapunov functional may exhibit jump discontinuities at $s_{k}, k \in \mathbb{Z}_{+}$and inside the intervals [ $s_{k}, s_{k+1}$ ), where we want to apply Halanay's inequality.

Note that in the presence of only one sequence of sampling instances $s_{k}, k \in \mathbb{Z}_{+}$, where the Lyapunov functional has jump discontinuities and does not grow, our Halanay's inequalities are still novel and useful for many sampled-data control problems for ODEs and PDEs that combine Lyapunov functionals with Halanay's inequality.

For proofs of all claims appearing in this section see the Appendix.

Lemma 2.1. Let $V:[a, b) \rightarrow[0, \infty)$ be a bounded function, where $b-a \leq h$ for some $h>0$. Assume that $V(t)$ is continuous on $\left[t_{i}, t_{i+1}\right), i=0, \ldots, N-1$, where
$a=: t_{0}<t_{1}<\cdots<t_{N-1}<t_{N}:=b$,
and
$\lim _{t \nearrow t_{i}} V(t) \geq V\left(t_{i}\right), \quad i=1,2, \ldots, N-1$.
Assume further that for some $d \geq 0$ and $\delta_{0}>\delta_{1}>0$

$$
\begin{equation*}
D^{+} V(t) \leq-2 \delta_{0} V(t)+2 \delta_{1} \sup _{a \leq \theta \leq t} V(\theta)+d, t \in[a, b) \tag{2.3}
\end{equation*}
$$

where $D^{+} V(t)$ is the right upper Dini derivative, defined by
$D^{+} V(t)=\limsup _{s \rightarrow 0^{+}} \frac{V(t+s)-V(t)}{s}$.
Then

$$
\begin{equation*}
V(t) \leq e^{-2 \delta_{\tau}(t-a)} V(a)+d \int_{a}^{t} e^{-2 \delta(t-s)} d s, t \in[a, b) \tag{2.5}
\end{equation*}
$$

where $\delta=\delta_{0}-\delta_{1}$ and $\delta_{\tau}>0$ is the unique solution of the equation $\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} h}$.

Note that by (2.2), the one-sided limits exist at $\left\{t_{i}\right\}_{i=1}^{N-1}$. Thus, at $t_{i}, 1 \leq i \leq N-1, V(t)$ may have at most a jump discontinuity. Moreover, if (2.2) holds with equality for some $t_{i}, 1 \leq i \leq$ $N-1$, then $V(t)$ is continuous at $t_{i}$, meaning that our theorem is also valid for $V(t)$ continuous on $[a, b)$. Finally, note also that $\sup _{a \leq \theta \leq t} V(\theta)$ is well-defined, since the assumptions imply that $V(t)$ is bounded on $[a, c]$ for every $a<c<b$. An example of such a function $V(t)$ is given in Fig. 1, where we separate the points $t_{i}$ where $V(t)$ is continuous ( $t_{1}, t_{3}$ and $t_{5}$ ) and points where $V(t)$ has a jump discontinuity ( $t_{2}$ and $t_{4}$, which we also denote by $\xi_{1}$ and $\xi_{2}$, respectively.)

Corollary 2.1. Let $V:[a, b) \rightarrow[0, \infty)$ be a bounded function, where $b-a \leq h$ for some $h>0$. Assume that $V(t)$ is absolutely continuous on $\left[t_{i}, t_{i+1}\right), i=0, \ldots, N-1$, where $t_{i}$ are subject to (2.1), and satisfy (2.2). Assume that for some constants $d \geq 0$ and $\delta_{0}>\delta_{1}>0$ the following inequality holds:

$$
\begin{align*}
\dot{V}(t) \quad & \leq-2 \delta_{0} V(t)+2 \delta_{1} \sup _{a \leq \theta \leq t} V(\theta)+d  \tag{2.6}\\
& \text { almost for all } t \in[a, b) .
\end{align*}
$$

Then $V(t)$ satisfies (2.5), where $\delta=\delta_{0}-\delta_{1}$ and $\delta_{\tau}>0$ is the unique solution $\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} h}$.


Fig. 1. Example of $V(t)$ in Lemma 2.1.

Using Lemma 2.1 and Corollary 2.1 we have the following:
Proposition 2.1 (Piecewise Continuous $V$ for Sampled-data Systems).

Let $s_{0}<s_{1}<\cdots<s_{k}<\cdots$ satisfy $\lim _{k \rightarrow \infty} s_{k}=\infty$ and $s_{k+1}-s_{k} \leq h, k \in \mathbb{Z}_{+}$. Let $V:\left[s_{0},+\infty\right) \rightarrow[0, \infty)$ be a bounded function such that

$$
\begin{equation*}
\lim _{t / s_{k}} V(t) \geq V\left(s_{k}\right), \quad k \in \mathbb{Z}_{+} \tag{2.7}
\end{equation*}
$$

For any $k \in \mathbb{Z}_{+}$, let
$s_{k}=: t_{0}^{(k)}<t_{1}^{(k)}<\cdots<t_{N_{k}-1}^{(k)}<t_{N_{k}}^{(k)}:=s_{k+1}$.
Assume that $V(t)$ is absolutely continuous on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right)$ for all $0 \leq$ $j \leq N_{k}-1$ and satisfies

$$
\begin{equation*}
\lim _{t / t_{j}^{(k)}} V(t) \geq V\left(t_{j}^{(k)}\right), \quad 1 \leq j \leq N_{k}-1 \tag{2.9}
\end{equation*}
$$

Assume further that for any $k=0,1, \ldots$

$$
\begin{align*}
& \dot{V}(t) \quad \leq-2 \delta_{0} V(t)+2 \delta_{1} \sup _{s_{k} \leq \theta \leq t} V(\theta)+d  \tag{2.10}\\
& \text { almost for all } t \in\left[s_{k}, s_{k+1}\right) .
\end{align*}
$$

Then
$V(t) \leq e^{-2 \delta_{\tau}\left(t-s_{0}\right)} V\left(s_{0}\right)+d \int_{s_{0}}^{t} e^{-2 \delta_{\tau}(t-s)} d s, t \geq s_{0}$.
where $\delta_{\tau}>0$ is a unique solution of $\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} h}$.
We end this section with a novel Halanay's ISS inequality for continuous functions.

Lemma 2.2 (Continuous $V$ for Time-delay Systems). Let $V$ : [ $t_{0}-$ $h,+\infty) \rightarrow[0, \infty)$ be bounded on $\left[t_{0}-h, t_{0}\right]$ and continuous on $\left[t_{0}, \infty\right)$. Assume that for some constants $d \geq 0$ and $\delta_{0}>\delta_{1}>0$ the following inequality holds for $t \geq t_{0}$ :

$$
\begin{equation*}
D^{+} V(t) \leq-2 \delta_{0} V(t)+2 \delta_{1} \sup _{-h \leq \theta \leq 0} V(t+\theta)+d \tag{2.12}
\end{equation*}
$$

Then

$$
\begin{align*}
V(t) & \leq e^{-2 \delta_{\tau}\left(t-t_{0}\right)} \sup _{-h \leq \theta \leq 0} V\left(t_{0}+\theta\right) \\
& +d \int_{t_{0}}^{t} e^{-2 \delta(t-s)} d s, \quad t \geq t_{0} \tag{2.13}
\end{align*}
$$

where $\delta=\delta_{0}-\delta_{1}$ and $\delta_{\tau}>0$ is a unique solution of $\delta_{\tau}=$ $\delta_{0}-\delta_{1} e^{2 \delta_{\tau} h}$.

Remark 2.1. Halanay's ISS inequalities were derived for differentiable functions in Wen et al. (2008) and for continuous functions in Hien et al. (2015). In the latter work, the authors obtain the estimate
$V(t) \leq e^{2 \delta h} e^{-2 \delta_{\tau}\left(t-t_{0}\right)} \sup _{-h \leq \theta \leq 0} V\left(t_{0}+\theta\right)+\frac{d}{\delta}$.
Note that Lemma 2.2 improves this estimate by removing the factor $e^{2 \delta h}>1$ as well as replacing $\frac{d}{\delta}$ with an integral. In

Lemma 2.1 we improve on Hien et al. (2015) by allowing jump discontinuities of $V(t)$ in the subintervals and by replacing $\frac{d}{\delta}$ with an integral for which summation over the subintervals leads to a finite ISS bound in Proposition 2.1.

Corollary 2.2 (Absolutely Continuous $V$ for Time-delay Systems).. Let $V:\left[t_{0}-h, \infty\right) \rightarrow[0, \infty)$ be continuous on $\left[t_{0}-h, \infty\right)$ and absolutely continuous on $\left[t_{0}, \infty\right)$. Assume that for some constants $d \geq 0$ and $\delta_{0}>\delta_{1}>0$ the following inequality holds:

$$
\begin{align*}
\dot{V}(t) & \leq-2 \delta_{0} V(t)+2 \delta_{1} \sup _{-h \leq \theta \leq 0} V(t+\theta)+d  \tag{2.15}\\
& \text { almost for all } t \geq t_{0} .
\end{align*}
$$

Then $V(t)$ satisfies (2.13), where $\delta=\delta_{0}-\delta_{1}$ and $\delta_{\tau}>0$ is the unique solution of $\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} h}$.

Remark 2.2. Recently, instead of Halanay's inequality, a smallgain analysis was used in Ahmed-Ali, Karafyllis, and Giri (2021) for ODE-hyperbolic PDE systems, instead of Halanay's inequality. Comparison between the small-gain approach and Halanay's inequality in the control problem presented in Sections 4 and 5 is interesting and may be a topic for future research.

## 3. Continuous-time control of a heat equation

In this section we consider continuous-time stabilization of the linear 1D heat equation

$$
\begin{equation*}
z_{t}(x, t)=z_{x x}(x, t)+a z(x, t), t \geq 0 \tag{3.1}
\end{equation*}
$$

where $x \in[0,1], z(x, t) \in \mathbb{R}$ and $a \in \mathbb{R}$ is the reaction coefficient. We consider Dirichlet actuation given by
$z_{x}(0, t)=0, \quad z(1, t)=u(t)$
where $u(t)$ is a control input to be designed, and point measurement given by
$y(t)=z\left(x_{*}, t\right), \quad x_{*} \in[0,1)$.
Note that $x_{*}=0$ corresponds to boundary measurement.
Remark 3.1. For simplicity, in the present paper we consider a reaction-diffusion PDE with constant diffusion and reaction coefficients. As in Katz and Fridman (2020a), our results can be easily extended to the more general reaction-diffusion PDE
$z_{t}=\partial_{x}\left(p(x) z_{x}(x, t)\right)+q(x) z(x, t), \quad x \in[0,1], t \geq 0$,
where $p(x)$ and $q(x)$ are sufficiently smooth on $(0,1)$.
Following Curtain and Zwart (1995), Karafyllis (2021), Katz and Fridman (2021b) and Prieur and Trélat (2018), we introduce the change of variables
$w(x, t)=z(x, t)-u(t)$
to obtain the following equivalent ODE-PDE system

$$
\begin{align*}
& \dot{u}(t)=v(t) \\
& w_{t}(x, t)=w_{x x}(x, t)+a w(x, t)+a u(t)-v(t), \quad t \geq 0 \tag{3.5}
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
w_{x}(0, t)=0, \quad w(1, t)=0 \tag{3.6}
\end{equation*}
$$

and measurement
$y(t)=w\left(x_{*}, t\right)+u(t)$.
Henceforth we treat $u(t)$ as an additional state variable and $v(t)$ as the control input. Given $v(t), u(t)$ can be computed by integrating $\dot{u}(t)=v(t)$, where we choose $u(0)=0$. This choice implies $z(\cdot, 0)=w(\cdot, 0)$. Dynamic extension allows to obtain (3.5) with
the state $[u(t), w(\cdot, t)]^{T}$ and control input $v(t)$, where now the control operator is bounded and the observation operator (3.7) is still unbounded. This approach, where $u(t)$ is obtained from $v(t)$ by direct integration poses no problems due to the fact that the corresponding state $u(t)$ is included in the stability analysis.

We present the solution to (3.5) as

$$
\begin{equation*}
w(x, t)=\sum_{n=1}^{\infty} w_{n}(t) \phi_{n}(x), w_{n}(t)=\left\langle w(\cdot, t), \phi_{n}\right\rangle, \tag{3.8}
\end{equation*}
$$

with $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ defined in (1.4). By differentiating under the integral sign, integrating by parts and using (1.2) and (1.3) we obtain

$$
\begin{align*}
& \dot{w}_{n}(t)=\left(-\lambda_{n}+a\right) w_{n}(t)+a b_{n} u(t)-b_{n} v(t), \quad t \geq 0 \\
& b_{n}=(-1)^{n+1} \sqrt{\frac{2}{\lambda_{n}}}, w_{n}(0)=\left\langle w(\cdot, 0), \phi_{n}\right\rangle, n \geq 1 . \tag{3.9}
\end{align*}
$$

In particular, note that

$$
\begin{equation*}
b_{n} \neq 0, \quad n \geq 1 \tag{3.10}
\end{equation*}
$$

Remark 3.2. Without dynamic extension, modal decomposition of (3.1) with boundary conditions (3.2) results in ODEs similar to (3.9) without $v(t)$ and $\left|b_{n}\right| \approx \lambda_{n}^{\frac{1}{2}}$. The growth of $\left\{b_{n}\right\}_{n=1}^{\infty}$ poses a problem in compensating cross terms which arise in the Lyapunov stability analysis (see (3.36)). The use of dynamic extension leads to $\left\{b_{n}\right\}_{n=1}^{\infty} \in l^{2}(\mathbb{N})$.

Let $\delta>0$ be a desired decay rate and let $N_{0} \in \mathbb{N}$ satisfy

$$
\begin{equation*}
-\lambda_{n}+a<-\delta, \quad n>N_{0} . \tag{3.11}
\end{equation*}
$$

Let $N \in \mathbb{N}, N_{0} \leq N$. $N_{0}$ will define the dimension of the controller and $N$ will define the dimension of the observer.

We construct a finite-dimensional observer of the form

$$
\begin{equation*}
\hat{w}(x, t):=\sum_{n=1}^{N} \hat{w}_{n}(t) \phi_{n}(x), \tag{3.12}
\end{equation*}
$$

where $\hat{w}_{n}(t)$ satisfy the ODEs for $t \geq 0$ :

$$
\begin{align*}
\dot{\hat{w}}_{n}(t)= & \left(-\lambda_{n}+a\right) \hat{w}_{n}(t)+a b_{n} u(t)-b_{n} v(t) \\
& -l_{n}\left[\hat{w}\left(x_{*}, t\right)+u(t)-y(t)\right], n \geq 1,  \tag{3.13}\\
\hat{w}_{n}(0)= & 0, \quad 1 \leq n \leq N .
\end{align*}
$$

with $y(t)$ in (3.7) and scalar observer gains $\left\{l_{n}\right\}_{n=1}^{N}$. Let

$$
\begin{align*}
& A_{0}=\operatorname{diag}\left\{-\lambda_{1}+a, \ldots,-\lambda_{N_{0}}+a\right\}, \\
& B_{0}=\left[b_{1}, \ldots, b_{N_{0}}\right]^{T}, L_{0}=\left[l_{1}, \ldots, l_{N_{0}}\right]^{T}, c_{n}=\phi_{n}\left(x_{*}\right), \\
& C_{0}=\left[c_{1}, \ldots, c_{N_{0}}\right], \tilde{B}_{0}=\left[1,-b_{1}, \ldots,-b_{N_{0}}\right]^{T},  \tag{3.14}\\
& \tilde{A}_{0}=\left[\begin{array}{cc}
0 & 0 \\
a B_{0} & A_{0}
\end{array}\right] \in \mathbb{R}^{\left(N_{0}+1\right) \times\left(N_{0}+1\right)} .
\end{align*}
$$

Assumption 1. The point $x_{*} \in[0,1)$ satisfies
$c_{n}=\phi_{n}\left(x_{*}\right) \neq 0, \quad 1 \leq n \leq N_{0}$.
Note that this assumption is satisfied in the case $x_{*}=0$ of boundary measurement. Under Assumption 1 , the pair $\left(A_{0}, C_{0}\right)$ is observable by the Hautus lemma. Let $L_{0}=\left[l_{1}, \ldots, l_{N_{0}}\right]^{T} \in \mathbb{R}^{N_{0}}$ satisfy the Lyapunov inequality
$P_{0}\left(A_{0}-L_{0} C_{0}\right)+\left(A_{0}-L_{0} C_{0}\right)^{T} P_{0}<-2 \delta P_{0}$,
with $0<P_{0} \in \mathbb{R}^{N_{0} \times N_{0}}$. We choose $l_{n}=0, n>N_{0}$.
Since $b_{n} \neq 0, n \geq 1$ the Hautus lemma implies that $\left(\tilde{A}_{0}, \tilde{B}_{0}\right)$ is controllable. Let $K_{0} \in \mathbb{R}^{1 \times\left(N_{0}+1\right)}$ satisfy
$P_{\mathrm{c}}\left(\tilde{A}_{0}-\tilde{B}_{0} K_{0}\right)+\left(\tilde{A}_{0}-\tilde{B}_{0} K_{0}\right)^{T} P_{\mathrm{c}}<-2 \delta P_{\mathrm{c}}$,
with $0<P_{c} \in \mathbb{R}^{\left(N_{0}+1\right) \times\left(N_{0}+1\right)}$. We propose a ( $\left.N_{0}+1\right)$-dimensional controller of the form

$$
\begin{align*}
& v(t)=-K_{0} \hat{w}^{N_{0}}(t) \\
& \hat{w}^{N_{0}}(t)=\left[u(t), \hat{w}_{1}(t), \ldots, \hat{w}_{N_{0}}(t)\right]^{T} \tag{3.18}
\end{align*}
$$

which is based on the $N$-dimensional observer (3.12).

### 3.1. Well-posedness of (3.5)

For well-posedness of the closed-loop system (3.5) and (3.13) subject to the control input (3.18) we consider

$$
\begin{align*}
& \mathcal{A}_{1}: \mathcal{D}\left(\mathcal{A}_{1}\right) \subseteq L^{2}(0,1) \rightarrow L^{2}(0,1), \quad \mathcal{A}_{1} w=-w_{x x} \\
& \mathcal{D}\left(\mathcal{A}_{1}\right)=\left\{w \in H^{2}(0,1) \mid w^{\prime}(0)=w(1)=0\right\} \tag{3.19}
\end{align*}
$$

Since $\mathcal{A}_{1}$ is positive, it has a unique positive square root with domain
$\mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right) \stackrel{(1.5)}{=}\left\{w \in H^{1}(0,1) ; w(1)=0\right\}$.
Let $\mathcal{H}=L^{2}(0,1) \times \mathbb{R}^{N+1}$ be a Hilbert space with the norm $\|\cdot\|_{\mathcal{H}}=\sqrt{\|\cdot\|+|\cdot|}$. Defining the state $\xi(t)$ as

$$
\begin{aligned}
& \xi(t)=\operatorname{col}\left\{w(\cdot, t), \hat{w}^{N}(t)\right\} \\
& \hat{w}^{N}(t)=\operatorname{col}\left\{u(t), \hat{w}_{1}(t), \ldots, \hat{w}_{N}(t)\right\}
\end{aligned}
$$

by arguments of Katz and Fridman (2020a), it can be shown that the closed-loop system (3.5) and (3.13) with control input (3.18) and initial condition $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$ has a unique classical solution
$\xi \in C([0, \infty) ; \mathcal{H}) \cap C^{1}((0, \infty) ; \mathcal{H})$
such that
$\xi(t) \in \mathcal{D}\left(\mathcal{A}_{1}\right) \times \mathbb{R}^{N+1}, \quad t>0$.

## 3.2. $H^{1}$-Stability of (3.5)

Let $e_{n}(t)$ be the estimation error defined by

$$
\begin{equation*}
e_{n}(t)=w_{n}(t)-\hat{w}_{n}(t), \quad 1 \leq n \leq N \tag{3.23}
\end{equation*}
$$

By using (3.7), (3.8) and (3.12), the last term on the right-hand side of (3.13) can be written as

$$
\begin{equation*}
\hat{w}\left(x_{*}, t\right)+u(t)-y(t)=-\sum_{n=1}^{N} c_{n} e_{n}(t)-\zeta(t) \tag{3.24}
\end{equation*}
$$

where

$$
\begin{align*}
& \zeta(t)=w\left(x_{*}, t\right)-\sum_{n=1}^{N} w_{n}(t) \phi_{n}\left(x_{*}\right) \\
& \stackrel{(1.3)(,(3.6)}{=}-\int_{x_{*}}^{1}\left[w_{x}(x, t)-\sum_{n=1}^{N} w_{n}(t) \phi_{n}^{\prime}(x)\right] d x . \tag{3.25}
\end{align*}
$$

Then the error equations have the form

$$
\begin{align*}
\dot{e}_{n}(t) & =\left(-\lambda_{n}+a\right) e_{n}(t) \\
& -l_{n}\left(\sum_{n=1}^{N} c_{n} e_{n}(t)+\zeta(t)\right), \quad t \geq 0 \tag{3.26}
\end{align*}
$$

Note that $\zeta(t)$ satisfies the following estimate:

$$
\begin{aligned}
\zeta^{2}(t) & \stackrel{(3.25)}{\leq}\left\|w_{x}(\cdot, t)-\sum_{n=1}^{N} w_{n}(t) \phi_{n}^{\prime}(\cdot)\right\|^{2} \\
& \stackrel{(1.5)}{=} \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t) .
\end{aligned}
$$

Next, following Katz, Basre et al. (2021), we formulate the reduced-order closed-loop system. Let

$$
\begin{align*}
& e^{N_{0}}(t)=\left[e_{1}(t), \ldots, e_{N_{0}}(t)\right], B_{1}=\left[b_{N_{0}+1}, \ldots, b_{N}\right]^{T}, \\
& e^{N-N_{0}}(t)=\left[e_{N_{0}+1}(t), \ldots, e_{N}(t)\right]^{T}, C_{1}=\left[c_{N_{0}+1}, \ldots, c_{N}\right], \\
& \hat{w}^{N-N_{0}}(t)=\left[\hat{w}_{N_{0}+1}(t), \ldots, \hat{w}_{N}(t)\right]^{T}, \tilde{L}_{0}=\operatorname{col}\left\{0_{1 \times 1}, L_{0}\right\}, \\
& X_{0}(t)=\operatorname{col}\left\{\hat{w}^{N_{0}}(t), e^{N_{0}}(t)\right\}, \mathcal{L}=\operatorname{col}\left\{\tilde{L}_{0},-L_{0}\right\}, \\
& K_{a}=K_{0}+[a, 0], \tilde{K}_{a}=\left[K_{a}, 0\right] \in \mathbb{R}^{1 \times\left(2 N_{0}+1\right)}, \\
& F_{0}=\left[\begin{array}{cc}
\tilde{A}_{0}-\tilde{B}_{0} K_{0} & \tilde{L}_{0} C_{0} \\
0 & A_{0}-L_{0} C_{0}
\end{array}\right] . \tag{3.28}
\end{align*}
$$

From (3.9), (3.13), (3.18) and (3.28) we observe that $e^{N-N_{0}}(t)$ satisfies

$$
\begin{align*}
& \dot{e}^{N-N_{0}}(t)=A_{1} e^{N-N_{0}}(t), \\
& A_{1}=\operatorname{diag}\left\{-\lambda_{N_{0}+1}+a, \ldots,-\lambda_{N}+a\right\} \tag{3.29}
\end{align*}
$$

and is exponentially decaying, whereas the reduced-order closedloop system

$$
\begin{align*}
& \dot{X}_{0}(t)=F_{0} X_{0}(t)+\mathcal{L} C_{1} e^{N-N_{0}}(t)+\mathcal{L} \zeta(t), \\
& \dot{w}_{n}(t)=\left(-\lambda_{n}+a\right) w_{n}(t)+b_{n} \tilde{K}_{a} X_{0}(t), n>N . \tag{3.30}
\end{align*}
$$

with $\zeta(t)$ satisfying (3.27) does not depend on $\hat{w}^{N-N_{0}}(t)$. Moreover, $\hat{w}^{N-N_{0}}(t)$ satisfies
$\dot{\hat{w}}^{N-N_{0}}(t)=A_{1} \hat{w}^{N-N_{0}}(t)+B_{1} \tilde{K}_{a} X_{0}(t)$.
and is exponentially decaying with a decay rate $\delta$, provided $X_{0}(t)$ is exponentially decaying with a slightly larger decay rate $\delta+\epsilon$. The latter is guaranteed since the LMI (3.41) is satisfied with strict inequality, and thus with $\delta$ substituted by $\delta+\epsilon$. In this case, $X_{0}(t)$ can be thought of as an exponentially decaying disturbance in (3.31) and using the variation of constants formula, the result follows. Hence, for stability of (3.1) under the control law (3.18) it is enough to show stability of the reduced-order system (3.30). Note that (3.30) can be considered as a singularly perturbed system with slow state $X_{0}(t)$ and fast infinite state $w_{n}(t), n>$ $N$. For $H^{1}$-stability analysis of the closed-loop system (3.30) we define the Lyapunov function

$$
\begin{align*}
& V(t)=V_{0}(t)+p_{e}\left|e^{N-N_{0}}(t)\right|^{2}, \\
& V_{0}(t)=\left|X_{0}(t)\right|_{P_{0}}^{2}+\sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t), \tag{3.32}
\end{align*}
$$

where $0<p_{e}$ and $0<P_{0} \in \mathbb{R}^{\left(2 N_{0}+1\right) \times\left(2 N_{0}+1\right)} . V_{0}(t)$ is chosen to compensate $\zeta(t)$ using (3.27). Differentiating $V_{0}(t)$ along the solution to (3.30) gives

$$
\begin{align*}
& \dot{V}_{0}+2 \delta V_{0}=X_{0}^{T}(t)\left[P_{0} F_{0}+F_{0}^{T} P_{0}+2 \delta P_{0}\right] X_{0}(t) \\
& +2 X_{0}^{T}(t) P_{0} \mathcal{L} \zeta(t)+2 X_{0}^{T}(t) P_{0} \mathcal{L} C_{1} e^{N-N_{0}}(t) \\
& +2 \sum_{n=N+1}^{\infty}\left(-\lambda_{n}+a+\delta\right) \lambda_{n} w_{n}^{2}(t)  \tag{3.33}\\
& +2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n} \tilde{K}_{a} X_{0}(t), \quad t \geq 0 .
\end{align*}
$$

Differentiating $p_{e}\left|e^{N-N_{0}}(t)\right|^{2}$ along (3.30) we have

$$
\begin{align*}
& \frac{d}{d t} p_{e}\left|e^{N-N_{0}}(t)\right|^{2}+2 \delta p_{e}\left|e^{N-N_{0}}(t)\right|^{2} \\
& =2 p_{e}\left(e^{N-N_{0}}(t)\right)^{T}\left(A_{1}+\delta I\right) e^{N-N_{0}}(t) \tag{3.34}
\end{align*}
$$

Using the estimate

$$
\begin{equation*}
\sum_{n=N+1}^{\infty} \lambda_{n}^{-1} \leq \pi^{-2} \int_{N}^{\infty} \frac{d x}{(x-0.5)^{2}}=\frac{1}{(N-0.5) \pi^{2}} \tag{3.35}
\end{equation*}
$$

the Young inequality and $\left|b_{n}\right|=\sqrt{\frac{2}{\lambda_{n}}}$ we have

$$
\begin{align*}
& 2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n} \tilde{K}_{a} X_{0}(t) \\
& \leq 2 \sum_{n=N+1}^{\infty}\left[\lambda_{n}\left|w_{n}(t)\right|\right]\left[\sqrt{2} \lambda_{n}^{-\frac{1}{2}}\left|\tilde{K}_{a} X_{0}(t)\right|\right]  \tag{3.36}\\
& \stackrel{(3.35)}{\leq} \frac{1}{\alpha_{0}} \sum_{n=N+1}^{\infty} \lambda_{n}^{2} w_{n}^{2}(t)+\frac{2 \alpha_{0}}{(N-0.5) \pi^{2}}\left|\tilde{K}_{a} X_{0}(t)\right|^{2}
\end{align*}
$$

where $\alpha_{0}>0$. From monotonicity of $\lambda_{n}$ we have

$$
\begin{align*}
& 2 \sum_{n=N+1}^{\infty}\left(-\lambda_{n}^{2}+(a+\delta) \lambda_{n}\right) w_{n}^{2}(t) \\
& +2 \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n} \tilde{K}_{a} X_{0}(t) \\
& \quad \leq 2 \sum_{n=N+1}^{\infty}\left(-\lambda_{n}^{2}+\frac{1}{2 \alpha_{0}} \lambda_{n}^{2}+(a+\delta) \lambda_{n}\right) w_{n}^{2}(t) \\
& +\frac{2 \alpha_{0}}{(N-0.5) \pi^{2}}\left|\tilde{K}_{a} X_{0}(t)\right|^{2} \leq \frac{2 \alpha_{0}}{(N-0.5) \pi^{2}}\left|\tilde{K}_{a} X_{0}(t)\right|^{2}  \tag{3.37}\\
& -2\left(\lambda_{N+1}-a-\delta-\frac{1}{2 \alpha_{0}} \lambda_{N+1}\right) \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t) \\
& \begin{array}{l}
(3.27) \\
\leq \frac{2 \alpha_{0}}{(N-0.5) \pi^{2}}\left|\tilde{K}_{a} X_{0}(t)\right|^{2} \\
\quad-2\left(\lambda_{N+1}-a-\delta-\frac{1}{2 \alpha_{0}} \lambda_{N+1}\right) \zeta^{2}(t)
\end{array} .
\end{align*}
$$

provided $\lambda_{N+1}-a-\delta-\frac{1}{2 \alpha_{0}} \lambda_{N+1}>0$. Let $\eta(t)=\operatorname{col}\left\{X_{0}(t), \zeta(t)\right.$, $\left.e^{N-N_{0}}(t)\right\}$. From (3.33), (3.34) and (3.37) we obtain

$$
\begin{equation*}
\dot{V}+2 \delta V \leq \eta^{T}(t) \Psi^{(1)} \eta(t) \leq 0, \quad t \geq 0 \tag{3.38}
\end{equation*}
$$

if

$$
\Psi^{(1)}=\left[\begin{array}{cc}
\Phi^{(1)} & \operatorname{col}\left\{P_{0} \mathcal{L} C_{1}, 0\right\}  \tag{3.39}\\
* & 2 p_{e}\left(A_{1}+\delta I\right)
\end{array}\right]<0
$$

where

$$
\begin{align*}
& \Phi^{(1)}=\left[\begin{array}{cc}
\phi & P_{0} \mathcal{L} \\
* & -2\left(\lambda_{N+1}-a-\delta-\frac{1}{2 \alpha_{0}} \lambda_{N+1}\right)
\end{array}\right],  \tag{3.40}\\
& \phi=P_{0} F_{0}+F_{0}^{T} P_{0}+2 \delta P_{0}+\frac{2 \alpha_{0}}{(N-0.5) \pi^{2}} \tilde{K}_{a}^{T} \tilde{K}_{a} .
\end{align*}
$$

By Schur complement $\Phi^{(1)}<0$ holds iff

$$
\left[\begin{array}{ccc}
\phi & P_{0} \mathcal{L} & 0  \tag{3.41}\\
* & -2\left(\lambda_{N+1}-a-\delta\right) & 1 \\
* & * & -\alpha_{0} \lambda_{N+1}^{-1}
\end{array}\right]<0 .
$$

Note that the LMI (3.41) has $N$-dependent coefficients whereas its dimension depends only on $N_{0}$. Therefore the LMI (3.41) is of reduced-order. Summarizing, we arrive at:

Proposition 3.1. Consider (3.5) with boundary conditions (3.6), boundary measurement (3.7), control law (3.18) and $w(\cdot, 0) \in$ $\mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$. Let $\delta>0$ be a desired decay rate, $N_{0} \in \mathbb{N}$ satisfy (3.11) and $N \in \mathbb{N}$ satisfy $N_{0} \leq N$. Let $L_{0}$ and $K_{0}$ be obtained using (3.16) and (3.17), respectively. Let there exist $0<P_{0} \in \mathbb{R}^{\left(2 N_{0}+1\right) \times\left(2 N_{0}+1\right)}$ and a scalar $\alpha_{0}>0$ which satisfy the reduced-order LMI (3.41) with $\phi$ given in (3.40). Then the solutions $w(x, t)$ and $u(t)$ to (3.5) under the control law (3.18), (3.13) and the corresponding observer $\hat{w}(x, t)$ defined by (3.12) satisfy

$$
\begin{align*}
\|w(\cdot, t)\|_{H^{1}}+\|\hat{w}(\cdot, t)\|_{H^{1}} & +|u(t)|  \tag{3.42}\\
& \leq M e^{-\delta t}\|w(\cdot, 0)\|_{H^{1}}
\end{align*}
$$

for some constant $M>0$. Moreover, (3.41) is always feasible for large enough $N$ and feasibility for $N$ implies feasibility for $N+1$.

Proof. Taking into account (3.11) and applying Schur complement to $\Psi^{(1)}$ given in (3.39), we find that $\Psi^{(1)}<0$ iff
$\Phi^{(1)}+\frac{1}{2 p_{e}} \operatorname{col}\left\{P_{0} \mathcal{L} C_{1}, 0\right\}\left(A_{1}+\delta I\right)\left[C_{1}^{T} \mathcal{L}^{T} P_{0}, 0\right]<0$.

By taking $p_{e} \rightarrow \infty$ we find that (3.41) implies $\Psi^{(1)}<0$. Taking $P_{0} F_{0}+F_{0}^{T} P_{0}+2 \delta P_{0}=-I, \alpha_{0}=1$ and $N \rightarrow \infty$, we have that (3.41) is feasible for large enough $N$. Finally, by (3.40) feasibility for $N$ implies feasibility for $N+1$.

The comparison principle, $\Psi^{(1)}<0$ and (3.38) imply
$V(t)<e^{-2 \delta t} V(0), \quad t>0, \quad V(0)>0$.
Since $u(0)=0$, for some $M_{0}>0$ we have

$$
\begin{equation*}
V(0) \stackrel{(1.5)}{\leq} M_{0}\|w(\cdot, 0)\|_{H^{1}}^{2} \tag{3.44}
\end{equation*}
$$

From monotonicity of $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ and (3.32) we have

$$
\begin{align*}
& V(t) \geq \lambda_{\min }\left(P_{0}\right)\left|X_{0}(t)\right|^{2}+p_{e}\left|e^{N-N_{0}}(t)\right|^{2} \\
& +\sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t) \geq M_{1}\left[\left|e^{N-N_{0}}(t)\right|^{2}+\left|e^{N_{0}}(t)\right|^{2}\right.  \tag{3.45}\\
& \left.+\left|\hat{w}^{N_{0}}(t)\right|^{2}+\sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t)\right]
\end{align*}
$$

for some constant $M_{1}>0$. Since $\hat{w}^{N-N_{0}}$ is exponentially decaying with decay rate less than $\delta$ provided $X_{0}(t)$ is exponentially decaying with a slightly larger decay rate, (3.42) follows from Lemma 1.2, (3.44), (3.45) and the presentation

$$
w(\cdot, t)-\hat{w}(\cdot, t)=\sum_{n=1}^{N} e_{n}(t) \phi_{n}(\cdot)+\sum_{n=N+1}^{\infty} w_{n}(t) \phi_{n}(\cdot)
$$

Corollary 3.1. Under the conditions of Proposition 3.1, the following holds for $z(x, t)$, satisfying (3.4):

$$
\begin{equation*}
\|z(\cdot, t)\|_{H^{1}}+\|z(\cdot, t)-\hat{w}(\cdot, t)\|_{H^{1}} \leq M e^{-\delta t}\|z(\cdot, 0)\|_{H^{1}} \tag{3.46}
\end{equation*}
$$

for some constant $M>0$.
Proof. From (3.4) we have

$$
\begin{align*}
&\|z(\cdot, t)\|_{H^{1}} \leq\|w(\cdot, t)\|_{H^{1}}+|u(t)| \\
&\|z(\cdot, t)-\hat{w}(\cdot, t)\|_{H^{1}} \leq\|w(\cdot, t)-\hat{w}(\cdot, t)\|_{H^{1}}  \tag{3.47}\\
&+|u(t)| .
\end{align*}
$$

From $u(0)=0$, (3.42) and (3.47), we obtain (3.46).
Remark 3.3. Differently from our preliminary result (Katz \& Fridman, 2021c), where Young's inequality in (3.36) was employed with fractional powers of $\lambda_{n}$, here the fractional powers are not needed. This is due to the reduced-order LMI formulation, which greatly simplifies the proof of feasibility guarantees.

## 4. Sampled-data control: Dirichlet actuation

Consider now sampled-data control of the 1D linear heat equation (3.1) under Dirichlet actuation (3.2). We introduce two sequences of sampling instances. For the first sequence, let $0=$ $s_{0}<\cdots<s_{k}<\ldots, \lim _{k \rightarrow \infty} s_{k}=\infty$ be the measurement sampling instances. The sampling is variable and subject to $s_{k+1}-$ $s_{k} \leq \tau_{M, y}$ for all $k \in \mathbb{Z}_{+}$and some constants $\tau_{M, y}>0$. We consider quantized discrete-time in-domain point measurement
$y(t)=q\left[z\left(x_{*}, s_{k}\right)\right], x_{*} \in[0,1), t \in\left[s_{k}, s_{k+1}\right)$.
Here, $q: \mathbb{R} \rightarrow \mathbb{R}$ is a quantizer which satisfies
$|q[r]-r| \leq \Delta, \quad$ for all $r \in \mathbb{R}$
where $\Delta>0$ is the quantization error bound (Ishii \& Francis, 2003).

Remark 4.1. In this paper we do not consider constraints on the range of quantizer as defined in Liberzon (2003): there


Fig. 2. Sampled-data control of a heat equation.
exists $M_{q}>0$ such that (4.2) is applied only in the case $|r| \leq$ $M_{q}$. Our method can be used in the future to a quantizer with bounded range. Note that since we achieve $H^{1}$-ultimate boundedness, $\left|z\left(x_{*}, s_{k}\right)\right|$ can be upper-bounded in terms of $\left\|z\left(\cdot, s_{k}\right)\right\|_{H^{1}}$ by using the Sobolev inequality. However, constraints on the range of quantizer are not in the scope of the current paper.

For the second sequence, let $0=t_{0}<\cdots<t_{j}<\ldots$, $\lim _{j \rightarrow \infty} t_{j}=\infty$ be the controller hold times. We assume that the sampling is variable and satisfies $t_{j+1}-t_{j} \leq \tau_{M, u}$ for all $j \in \mathbb{Z}_{+}$ and some constant $\tau_{M, u}>0$.

The control signal $u(t)$ is generated by a generalized hold device and is of the form
$\dot{u}(t)=q\left[v\left(t_{j}\right)\right], \quad t \in\left[t_{j}, t_{j+1}\right)$
where the values $\left\{v\left(t_{j}\right)\right\}_{j=1}^{\infty}$ are to be determined. Furthermore, we choose $u(0)=0$. By a generalized hold we mean the following: given $v\left(t_{j}\right)$, the control signal is computed as (see Fig. 2)
$u(t)=u\left(t_{j}\right)+q\left[v\left(t_{j}\right)\right]\left(t-t_{j}\right), t \in\left[t_{j}, t_{j+1}\right), j=0,1, \ldots$
The considered sampled-data control may correspond to a networked control system with two independent networks (with negligible network-induced delays): from sensor to controller with transmission instances $s_{k}$ and from controller to actuator with transmission instances $t_{j}$. In this case, $t_{j}$ are the updating times of the generalized hold device on the actuator side.

Introducing (3.4) we obtain the ODE-PDE system
$\dot{u}(t)=q\left[v\left(t_{j}\right)\right], \quad t \in\left[t_{j}, t_{j+1}\right)$,
$w_{t}(x, t)=w_{x x}(x, t)+a w(x, t)+a u(t)-q\left[v\left(t_{j}\right)\right]$,
with boundary conditions (3.6) and measurement
$y(t)=q\left[w\left(x_{*}, s_{k}\right)+u\left(s_{k}\right)\right], t \in\left[s_{k}, s_{k+1}\right)$
Note that $y(t)$ is a piecewise constant function. Recall that we treat $u(t)$ as an additional state variable and the values $\left\{v\left(t_{j}\right)\right\}_{j=1}^{\infty}$ as the control inputs to be determined. We choose $u(0)=0$ which results in $w(\cdot, 0)=z(\cdot, 0)$.

We present the solution to (4.5) as (3.8) with $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ defined in (1.4). By differentiating under the integral sign, integrating by parts and using (1.2) and (1.3) we obtain

$$
\begin{align*}
\dot{w}_{n}(t) & =\left(-\lambda_{n}+a\right) w_{n}(t)+a b_{n} u(t) \\
& -b_{n} q\left[v\left(t_{j}\right)\right], t \in\left[t_{j}, t_{j+1}\right) \tag{4.7}
\end{align*}
$$

with $\left\{b_{n}\right\}_{n=1}^{\infty}$ given in (3.9). In particular, (3.10) holds.
Using the time-delay approach to sampled-data control (Fridman, 2014), we introduce the following representations of the measurement and input delays

$$
\begin{align*}
& \tau_{y}(t)=t-s_{k}, \quad t \in\left[s_{k}, s_{k+1}\right), \quad \tau_{y}(t) \leq \tau_{M, y} \\
& \tau_{u}(t)=t-t_{j}, \quad t \in\left[t_{j}, t_{j+1}\right), \quad \tau_{u}(t) \leq \tau_{M, u} \tag{4.8}
\end{align*}
$$

Henceforth the dependence of $\tau_{y}(t), \tau_{u}(t)$ on $t$ will be suppressed to shorten notations. Note that $\tau_{u}$ will be used starting from (4.18).

Given $\delta>0$, let $N_{0} \in \mathbb{N}$ satisfy (3.11) and $N \in \mathbb{N}, N_{0} \leq N$. $N_{0}$ will define the dimension of the controller, whereas $N$ will define the dimension of the observer. Define a finite-dimensional observer of the form (3.12) where

$$
\begin{align*}
& \dot{\hat{w}}_{n}(t)=\left(-\lambda_{n}+a\right) \hat{w}_{n}(t)+a b_{n} u(t)-b_{n} q\left[v\left(t_{j}\right)\right] \\
& \quad-l_{n}\left[\hat{w}\left(x_{*}, t-\tau_{y}\right)+u\left(t-\tau_{y}\right)-y(t)\right], \quad t \in\left[t_{j}, t_{j+1}\right),  \tag{4.9}\\
& \hat{w}_{n}(0)=0, \quad 1 \leq n \leq N
\end{align*}
$$

with $y(t)=$ and scalar observer gains $\left\{l_{n}\right\}_{n=1}^{N}$.
Under Assumption 1, let the observer and controller gains, $L_{0}$ and $K_{0}$, satisfy (3.16) and (3.17), respectively. We choose $l_{n}=0$ for $n>N_{0}$. We propose a $\left(N_{0}+1\right)$-dimensional controller of the form

$$
\begin{align*}
& \dot{u}(t)=q\left[v\left(t_{j}\right)\right], \quad t \in\left[t_{j}, t_{j+1}\right), \\
& v\left(t_{j}\right)=-K_{0} \hat{w}^{N_{0}}\left(t_{j}\right) \tag{4.10}
\end{align*}
$$

with $\hat{w}^{N_{0}}(t)=\left[u(t), \hat{w}_{1}(t), \ldots, \hat{w}_{N_{0}}(t)\right]^{T}$. The proposed controller is found by solving (4.9) on $\left[t_{j-1}, t_{j}\right)$ and choosing by continuity $\hat{w}^{N_{0}}\left(t_{j}\right)=\lim _{t / t_{j}} \hat{w}^{N_{0}}(t)$.

Well-posedness of the closed-loop system (4.5) and (4.9) with control input (4.10) follows from arguments of Katz and Fridman (2021b), together with the step method (i.e. proving wellposedness step-by-step between consecutive sampling instances). Thus, the closed-loop system (4.5) and (4.9) with control input (4.10) and $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$ has a unique classical solution

$$
\begin{align*}
& \xi \in C([0, \infty) ; \mathcal{H}) \cap C^{1}((0, \infty) \backslash \mathcal{J} ; \mathcal{H}), \\
& \mathcal{J}=\left\{t_{j}\right\}_{j=1}^{\infty} \cup\left\{s_{k}\right\}_{k=1}^{\infty} \tag{4.11}
\end{align*}
$$

satisfying (3.22).
Recall the estimation error $e_{n}(t)$ defined in (3.23). By using (3.8), (3.12) and arguments similar to (3.24) the last term on the right-hand side of (4.9) can be written as

$$
\begin{align*}
& \hat{w}\left(x_{*}, t-\tau_{y}\right)+u\left(t-\tau_{y}\right)-y(t) \\
& \quad=-\sum_{n=1}^{N} c_{n} e_{n}\left(t-\tau_{y}\right)-\zeta\left(t-\tau_{y}\right)-\sigma_{y}(t) \tag{4.12}
\end{align*}
$$

where $\zeta(t)$, given in (3.25), satisfies (3.27) and

$$
\begin{align*}
& \sigma_{y}(t)= q\left[w\left(x_{*}, t-\tau_{y}\right)+u\left(t-\tau_{y}\right)\right] \\
&-w\left(x_{*}, t-\tau_{y}\right)-u\left(t-\tau_{y}\right),  \tag{4.13}\\
& \sigma_{y}^{2}(t) \stackrel{(4.2)}{\leq} \Delta^{2} .
\end{align*}
$$

Then, the error equations have the form

$$
\begin{align*}
\dot{e}_{n}(t)= & \left(-\lambda_{n}+a\right) e_{n}(t)-l_{n}\left(\sum_{n=1}^{N} c_{n} e_{n}\left(t-\tau_{y}\right)\right.  \tag{4.14}\\
& \left.+\zeta\left(t-\tau_{y}\right)+\sigma_{y}(t)\right), \quad t \geq 0 .
\end{align*}
$$

We formulate further the reduced-order closed-loop system. Recall the notations (3.28) and let

$$
\begin{align*}
& \Upsilon_{y}(t)=X_{0}\left(t-\tau_{y}\right)-X_{0}(t), \tilde{K}_{0}=\left[\begin{array}{ll}
K_{0}, & 0
\end{array}\right] \in \mathbb{R}^{1 \times 2 N_{0}+1} \\
& \Upsilon_{u}(t)=X_{0}\left(t_{j}\right)-X_{0}(t), \quad t \in\left[t_{j}, t_{j+1}\right),  \tag{4.15}\\
& \mathcal{C}=\left[0, C_{0}\right] \in \mathbb{R}^{1 \times\left(2 N_{0}+1\right)}, \mathcal{B}=\operatorname{col}\left\{\tilde{B}_{0}, 0\right\} \in \mathbb{R}^{2 N_{0}+1}
\end{align*}
$$

Using the notations (3.28) and (4.7), (4.9), (4.14), (4.15) we obtain that $e^{N-N_{0}}(t)$ satisfies (3.29), which implies
$e^{N-N_{0}}\left(t-\tau_{y}\right)=e^{-A_{1} \tau_{y}} e^{N-N_{0}}(t)$.

Note that $e^{N-N_{0}}(t)$ is exponentially decaying. We also have the following reduced-order closed-loop system:

$$
\begin{align*}
\dot{X}_{0}(t) & =F_{0} X_{0}(t)+\mathcal{L C} \Upsilon_{y}(t)-\mathcal{B} \tilde{K}_{0} \Upsilon_{u}(t)+\mathcal{B} \sigma_{u}(t) \\
& +\mathcal{L} C_{1} e^{-A_{1} \tau_{y}} e^{N-N_{0}}(t)+\mathcal{L} \zeta\left(t-\tau_{y}\right)+\mathcal{L} \sigma_{y}(t) \\
\dot{w}_{n}(t) & =\left(-\lambda_{n}+a\right) w_{n}(t)+b_{n}\left[\tilde{K}_{a} X_{0}(t)+\tilde{K}_{0} \Upsilon_{u}(t)\right]  \tag{4.17}\\
& -b_{n} \sigma_{u}(t), n>N, \quad t \geq 0
\end{align*}
$$

where

$$
\begin{align*}
& \sigma_{u}(t)=q\left[-K_{0} \hat{w}^{N_{0}}\left(t_{j}\right)\right]+K_{0} \hat{w}^{N_{0}}\left(t_{j}\right), t \in\left[t_{j}, t_{j+1}\right) \\
& \sigma_{u}^{2}(t) \stackrel{(4.2)}{\leq} \Delta^{2} \tag{4.18}
\end{align*}
$$

Finally, from (4.9) $\hat{w}^{N-N_{0}}(t)$ satisfies the following ODEs:

$$
\begin{align*}
\dot{\hat{w}}^{N-N_{0}}(t) & =A_{1} \hat{w}^{N-N_{0}}(t)+B_{1} \tilde{K}_{0} X_{0}\left(t-\tau_{u}\right)  \tag{4.19}\\
& -B_{1} \sigma_{u}(t)+a B_{1} u(t), \quad t \geq 0
\end{align*}
$$

For $H^{1}$-ISS of the closed-loop system (4.17) we fix $\delta_{0}>\delta$, $\rho>0$ and define the Lyapunov functional
$\bar{V}(t)=V(t)+V_{y}(t)+V_{u}(t), \quad t \geq 0$
where

$$
\begin{align*}
& V(t)=V_{0}(t)+p_{e}\left|e^{N-N_{0}}(t)\right|^{2}, \\
& V_{0}(t)=\left|X_{0}(t)\right|_{P_{0}}^{2}+\rho \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t), \\
& V_{y}(t)=\tau_{M, y}^{2} e^{2 \delta_{0} \tau_{M, y}} \int_{t-\tau_{y}}^{t} e^{-2 \delta_{0}(t-s)}\left|\dot{X}_{0}(s)\right|_{W_{1}}^{2} d s \\
& -\frac{\pi^{2}}{4} \int_{t-\tau_{y}}^{t} e^{-2 \delta_{0}(t-s)}\left|\Upsilon_{y}(s)\right|_{W_{1}}^{2} d s, W_{1}>0, \\
& V_{u}(t)=\tau_{M, u}^{2} e^{2 \delta_{0} \tau_{M, u}} \int_{t-\tau_{u}}^{t} e^{-2 \delta_{0}(t-s)}\left|\tilde{K}_{0} \dot{X}_{0}(s)\right|_{W_{2}}^{2} d s  \tag{4.21}\\
& -\frac{\pi^{2}}{4} \int_{t-\tau_{u}}^{t} e^{-2 \delta_{0}(t-s)}\left|\tilde{K}_{0} \Upsilon_{u}(s)\right|_{W_{2}}^{2} d s, W_{2}>0 .
\end{align*}
$$

By Wirtinger's inequality (1.1), $V_{y}(t), V_{u}(t) \geqq 0$. Moreover, $V_{y}\left(s_{k}\right)$ $=0$ and $V_{u}\left(t_{j}\right)=0, k, j \in \mathbb{Z}_{+}$, meaning that $\bar{V}(t)$ does not grow in the jumps. Consider $\left[s_{k}, s_{k+1}\right), k \in \mathbb{Z}_{+}$. Since the controller update instances satisfy $\lim _{j \rightarrow \infty} t_{j}=\infty$, there exist at most finitely many controller update instances $t_{j_{-}(k)}^{( }, 1 \leq j \leq N_{k}-1$ for which (2.8) and (2.9) hold. Furthermore, $\bar{V}(t)$ defined by (4.20) and (4.21) is continuously differentiable on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq N_{k}-1$. Our goal is to apply Proposition 2.1 to obtain (2.11). Differentiating $V_{0}(t)$ on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq N_{k}-1$ along (4.17) and using arguments similar to (3.36), we have

$$
\begin{align*}
& \dot{V}_{0}+2 \delta_{0} V_{0} \leq X_{0}^{T}(t)\left[P_{0} F_{0}+F_{0}^{T} P_{0}+2 \delta_{0} P_{0}\right. \\
& \left.+\frac{2 \alpha_{0} \rho}{(N-0.5) \pi^{2}} \tilde{K}_{a}^{T} \tilde{K}_{a}\right] X_{0}(t)+2 X_{0}^{T}(t) P_{0} \mathcal{L C} \Upsilon_{y}(t) \\
& -2 X_{0}^{T}(t) P_{0} \mathcal{B} \tilde{K}_{0} \Upsilon_{u}(t)+2 X_{0}^{T}(t) P_{0} \mathcal{B} \sigma_{u}(t) \\
& +2 X_{0}^{T}(t) P_{0} \mathcal{L} C_{1} e^{-A_{1} \tau_{y}} e^{N-N_{0}}(t)+2 X_{0}^{T}(t) P_{0} \mathcal{L} \sigma_{y}(t)  \tag{4.22}\\
& +2 X_{0}^{T}(t) P_{0} \mathcal{L} \zeta\left(t-\tau_{y}\right)+\frac{2 \alpha_{1} \rho}{(N-0.5) \pi^{2}}\left|\tilde{K}_{0} \Upsilon_{u}(t)\right|^{2} \\
& +\frac{2 \alpha_{2} \rho}{(N-0.5) \pi^{2}} \sigma_{u}^{2}(t) \\
& +2 \rho \sum_{n=N+1}^{\infty}\left[-\lambda_{n}+a+\delta_{0}+\lambda_{n} \sum_{i=0}^{2} \frac{1}{2 \alpha_{i}}\right] \lambda_{n} w_{n}^{2}(t)
\end{align*}
$$

Differentiation of $p_{e}\left|e^{N-N_{0}}(t)\right|^{2}$ along the solution to (4.17) results in (3.34) with $\delta$ replaced by $\delta_{0}$. Differentiating $V_{y}(t)$ and $V_{u}(t)$
along the solution to (4.17) we obtain

$$
\begin{align*}
\dot{V}_{y}+2 \delta_{0} V_{y} & =\tau_{M, y}^{2} e^{2 \delta_{0} \tau_{M, y}}\left|\dot{X}_{0}(t)\right|_{W_{1}}^{2}-\frac{\pi^{2}}{4}\left|\Upsilon_{y}(t)\right|_{W_{1}}^{2} \\
\dot{V}_{u}+2 \delta_{0} V_{u} & =\tau_{M, u}^{2} e^{2 \delta_{0} \tau_{M, u}}\left|\tilde{K}_{0} \dot{X}_{0}(t)\right|_{W_{2}}^{2}  \tag{4.23}\\
& -\frac{\pi^{2}}{4}\left|\tilde{K}_{0} \Upsilon_{u}(t)\right|_{W_{2}}^{2}
\end{align*}
$$

Taking into account (3.27), (4.15) and (4.16) we will compensate $\zeta\left(t-\tau_{y}\right)$ by employing Halanay's inequality formulated in Proposition 2.1 and the following upper bound:

$$
\begin{align*}
& -2 \delta_{1} \sup _{s_{k} \leq \theta \leq t} \bar{V}(\theta) \stackrel{(4.8)}{\leq}-2 \delta_{1} V\left(t-\tau_{y}\right)=-2 \delta_{1}\left|\Upsilon_{y}(t)\right|_{P_{0}}^{2} \\
& -2 \delta_{1}\left|X_{0}(t)\right|_{P_{0}}^{2}-2 \delta_{1} \rho \zeta^{2}\left(t-\tau_{y}\right)-2 \delta_{1} X_{0}^{T}(t) P_{0} \Upsilon_{y}(t) \\
& -2 \delta_{1} \Upsilon_{y}^{T}(t) P_{0} X_{0}(t)-2 \delta_{1} p_{e}\left|e^{N-N_{0}}(t)\right|_{e^{-2 A_{1} \tau_{y}}}^{2} \tag{4.24}
\end{align*}
$$

where $\delta_{0}-\delta_{1}=\delta$. Let $\gamma>0$. By (4.13) and (4.18) we have

$$
\begin{equation*}
-2 \gamma \Delta^{2} \leq-\gamma \sigma_{u}^{2}(t)-\gamma \sigma_{y}^{2}(t) \tag{4.25}
\end{equation*}
$$

Denote

$$
\begin{aligned}
& \eta(t)=\operatorname{col}\{ X_{0}(t), \zeta\left(t-\tau_{y}\right), \Upsilon_{y}(t), \tilde{K}_{0} \Upsilon_{u}(t), \sigma_{y}(t) \\
&\left.\sigma_{u}(t), e^{N-N_{0}}(t)\right\}
\end{aligned}
$$

From (4.22), (4.23), (4.24) and (4.25) we have

$$
\begin{align*}
& \dot{\bar{V}}(t)+2 \delta_{0} \bar{V}(t)-2 \delta_{1} \sup _{s_{k} \leq \theta \leq t} \bar{V}(\theta)-2 \gamma \Delta^{2}  \tag{4.26}\\
& \leq \eta^{T}(t) \Psi^{(2)} \eta(t)+2 \rho \sum_{n=N+1}^{\infty} \mu_{n} \lambda_{n} w_{n}^{2}(t) \leq 0
\end{align*}
$$

provided
$\mu_{n}=-\lambda_{n}+\left[\sum_{i=0}^{2} \frac{1}{2 \alpha_{i}}\right] \lambda_{n}+a+\delta_{0}<0, \quad n>N$
and

$$
\begin{align*}
\Psi^{(2)} & =\left[\begin{array}{c|c}
\Phi^{(2)} & \Gamma_{1} \Gamma_{2} \Gamma_{3} \\
\hline * & \operatorname{diag}\left\{\Theta_{1}, \Theta_{2}, 2 p_{e}\left(A_{1}+\delta_{0} I-\delta_{1} e^{-2 A_{1} \tau_{y}}\right)\right\}
\end{array}\right] \\
& +R^{T}\left(\varepsilon_{y} W_{1}+\varepsilon_{u} \tilde{K}_{0}^{T} W_{2} \tilde{K}_{0}\right) R<0 \tag{4.28}
\end{align*}
$$

where

$$
\begin{align*}
& \Phi^{(2)}=\left[\begin{array}{cc}
\phi & P_{0} \mathcal{L} \\
* & -2 \delta_{1} \rho
\end{array}\right], \Gamma_{1}=\left[\begin{array}{cc}
P_{0}\left(\mathcal{L C}-2 \delta_{1} I\right) & -P_{0} \mathcal{B} \\
0 & 0
\end{array}\right] \\
& \phi=P_{0} F_{0}+F_{0}^{T} P_{0}+2 \delta P_{0}+\frac{2 \alpha_{0} \rho}{(N-0.5) \pi^{2}} \tilde{K}_{a}^{T} \tilde{K}_{a}, \\
& \Gamma_{2}=\left[\begin{array}{cc}
P_{0} \mathcal{L} & P_{0} \mathcal{B} \\
0 & 0
\end{array}\right], \Gamma_{3}=\left[\begin{array}{c}
P_{0} \mathcal{L} C_{1} e^{-A_{1} \tau_{y}} \\
0
\end{array}\right], \\
& \Theta_{1}=\left[\begin{array}{cc}
-\frac{\pi^{2}}{4} W_{1}-2 \delta_{1} P_{0} & 0 \\
0 & -\frac{\pi^{2}}{4} W_{2}+\frac{2 \alpha_{1} \rho}{(N-0.5) \pi^{2}}
\end{array}\right]  \tag{4.29}\\
& \Theta_{2}=\left[\begin{array}{cc}
-\gamma & 0 \\
0 & -\gamma+\frac{2 \alpha_{2} \rho}{(N-5) \pi^{2}}
\end{array}\right], \varepsilon_{y}=\tau_{M, y}^{2} e^{2 \delta_{0} \tau_{M, y}} \\
& \varepsilon_{u}=\tau_{M, u}^{2} e^{2 \delta_{0} \tau_{M, u}}, R=\left[R_{1}, \mathcal{L} C_{1} e^{-A_{1} \tau_{y}}\right] \\
& R_{1}=\left[F_{0}, \mathcal{L}, \mathcal{L C},-\mathcal{B}, \mathcal{L}, \mathcal{B}\right] .
\end{align*}
$$

Note that $\delta=\delta_{0}-\delta_{1}$ and (3.11) imply $A_{1}+\delta_{0} I-\delta_{1} e^{-2 A_{1} \tau_{y}}<0$. Therefore, by applying Schur complement in (4.28) and taking $p_{e} \rightarrow \infty$ we find that (4.28) holds iff the reduced-order LMI

$$
\begin{aligned}
& {\left[\begin{array}{c|c}
\Phi^{(2)} & \Gamma_{1} \\
\hline * & \Gamma_{2} \\
\hline \operatorname{diag}\left\{\Theta_{1}, \Theta_{2}\right\}
\end{array}\right]} \\
& +R_{1}^{T}\left(\varepsilon_{y} W_{1}+\varepsilon_{u} \tilde{K}_{0}^{T} W_{2} \tilde{K}_{0}\right) R_{1}<0 .
\end{aligned}
$$

is feasible with $\varepsilon_{y}=\tau_{M, y}^{2} e^{2 \delta_{0} \tau_{M, y}}$ and $\varepsilon_{u}=\tau_{M, u}^{2} e^{2 \delta_{0} \tau_{M, u}}$. Monotonicity of $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ and Schur complement imply that $\mu_{n}<0$ for all $n>N$ iff
$\left[\begin{array}{c|c}-\lambda_{N+1}+a+\delta_{0} & 1 \\ \hline * & -2 \operatorname{diag}\left\{\alpha_{0}, \alpha_{1}, \alpha_{2}\right\} \lambda_{N+1}^{-1}\end{array}\right]<0$.
Strict LMIs (4.30) and (4.31) imply that the conditions of Proposition 2.1 are satisfied with a slightly larger $\bar{\delta}_{0}>\delta_{0}$. Therefore, we obtain

$$
\begin{equation*}
\bar{V}(t) \leq e^{-2\left(\delta_{\tau}+\varepsilon\right) t} \bar{V}(0)+\frac{\gamma \Delta^{2}}{\delta_{\tau}} \quad t \geq 0 \tag{4.32}
\end{equation*}
$$

with small $\frac{\varepsilon}{\delta}>0$, where $\delta_{\tau}+\varepsilon>0$ is a unique solution of $\delta_{\tau}+\varepsilon=\bar{\delta}_{0}-\delta_{1} e^{2\left(\delta_{\tau}+\varepsilon\right) h}$. Moreover, taking into account that $e^{N-N_{0}}(t)$ is exponentially decaying and that (4.19) is ISS with respect to $X_{0}\left(t-\tau_{u}\right), \sigma_{u}(t)$ and $u(t)$, we obtain ISS with a decay rate $\delta_{\tau}$ of the full-order closed-loop system (3.29), (4.17) and (4.19).

Define
$e(x, t)=w(x, t)-\hat{w}(x, t)$.
We also derive an attracting ball in $H^{1}(0,1)$ for the full-order closed-loop system. We have

$$
\begin{align*}
& \bar{V}(t) \geq V_{0}(t) \geq \lambda_{\min }\left(P_{0}\right)\left|X_{0}(t)\right|^{2}+\rho \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t) \\
& \geq M_{2}\left(\sum_{n=1}^{N_{0}} \lambda_{n} \hat{w}_{n}^{2}(t)+\sum_{n=1}^{N_{0}} \lambda_{n} e_{n}^{2}(t)\right.  \tag{4.34}\\
& \left.+u^{2}(t)+\sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t)\right), M_{2}=\min \left(\rho, \frac{\lambda_{\min }\left(P_{0}\right)}{\lambda_{N_{0}}}\right) .
\end{align*}
$$

Therefore, from (4.32) and (4.34) we have

$$
\begin{align*}
\limsup _{t \rightarrow \infty} & \left(\sum_{n=1}^{N_{0}} \lambda_{n} \hat{w}_{n}^{2}(t)+\sum_{n=1}^{N_{0}} \lambda_{n} e_{n}^{2}(t)\right. \\
& \left.+\sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t)+u^{2}(t)\right) \leq \frac{\gamma \Delta^{2}}{M_{2} \delta_{\tau}} \tag{4.35}
\end{align*}
$$

$\limsup t_{t \rightarrow \infty} \quad\left|X_{0}(t)\right|^{2} \leq \frac{\gamma \Delta^{2}}{\lambda_{\min }\left(P_{0}\right) \delta_{\tau}}$.
To obtain an ISS bound on $\hat{w}^{N-N_{0}}$, recall (4.19). Let $D=\operatorname{diag}$ $\left\{\sqrt{\lambda_{N_{0}+1}}, \ldots, \sqrt{\lambda_{N}}\right\}$. Since $\hat{w}_{n}=0, n=1,2, \ldots$, by variation of constants we have

$$
\begin{array}{ll}
\left|D \hat{w}^{N-N_{0}}(t)\right| & \stackrel{\leq}{\leq}\left|D B_{1}\right| \int_{0}^{t}\left|e^{A_{1}(t-s)}\right||g(s)| d s \\
& \stackrel{(311)}{\leq}\left|D B_{1}\right| \int_{0}^{t} e^{-\left(\lambda_{N_{0}+1}-a\right)(t-s)}|g(s)| d s,  \tag{4.36}\\
g(s)=\tilde{K}_{0} X_{0}\left(s-\tau_{u}(s)\right)-\sigma_{u}(s)+a u(s) .
\end{array}
$$

Using $b_{n}=(-1)^{n+1} \sqrt{\frac{2}{\lambda_{n}}}$ we have $\left|D B_{1}\right|=\sqrt{2\left(N-N_{0}\right)}$. Thus, from (4.18), (4.35) and (4.36) we obtain

$$
\begin{align*}
& \lim \sup _{t \rightarrow \infty}\left(\sum_{n=N_{0}+1}^{N} \lambda_{n} \hat{w}_{n}^{2}(t)\right) \leq M_{3} \Delta^{2}, \\
& M_{3}=\frac{2\left(N-N_{0}\right)}{\left(\lambda_{N_{0}+1}-a\right)^{2}}\left[\left(\left|\tilde{K}_{0}\right|+a\right) \sqrt{\frac{\gamma}{\lambda_{\min ( }\left(P_{0}\right) \delta_{\tau}}}+1\right]^{2} . \tag{4.37}
\end{align*}
$$

Finally, note that (3.29) implies

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \sum_{n=N_{0}+1}^{N} \lambda_{n} e_{n}^{2}(t)=0 \tag{4.38}
\end{equation*}
$$

From (1.5), (4.33), (4.35), (4.37) and (4.38) we have

$$
\begin{align*}
\limsup & t \rightarrow \infty \\
\left(\left\|\hat{w}_{x}(\cdot, t)\right\|^{2}\right. & +\left\|e_{x}(\cdot, t)\right\|^{2}  \tag{4.39}\\
& \left.+u^{2}(t)\right) \leq\left[\frac{\gamma}{M_{2} \delta_{\tau}}+M_{3}\right] \Delta^{2}
\end{align*}
$$

$\lim \sup _{t \rightarrow \infty}\left\|w_{x}(\cdot, t)\right\|^{2} \leq 2\left[\frac{\gamma}{M_{2} \delta_{\tau}}+M_{3}\right] \Delta^{2}$
where the latter was obtained using the triangle inequality. Therefore, solutions of the full-order closed-loop system are exponentially converging with decay rate $\delta_{\tau}$ to the ball

$$
\begin{aligned}
& B_{\Delta}(r)=\left\{h \in H^{1}(0,1) \mid\|h\|_{H^{1}} \leq r \Delta\right\} \\
& r=\sqrt{3\left[\frac{\gamma}{M_{2} \delta_{\tau}}+M_{3}\right]} .
\end{aligned}
$$

Summarizing, we have:
Theorem 4.1. Consider (4.5) with boundary conditions (3.6), point measurement (4.6), control law (4.10) and $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$. Let $\Delta>0$ be the quantization error bound. Given $\delta>0$, let $N_{0} \in \mathbb{N}$ satisfy (3.11) and $N \in \mathbb{N}$ satisfy $N_{0} \leq N$. Let $L_{0}$ and $K_{0}$ be obtained using (3.16) and (3.17), respectively. Given $\rho, \gamma, \tau_{M, y}, \tau_{M, u}>0$, $\delta_{1}>0$ and $\delta_{0}=\delta_{1}+\delta$, let there exist $0<P_{0}, W_{1} \in \mathbb{R}^{\left(2 N_{0}+1\right) \times\left(2 N_{0}+1\right)}$ and scalars $0<\alpha_{0}, \alpha_{1}, \alpha_{2}, W_{2}$ which satisfy (4.30) and (4.31) with notations (4.29). Then, the full-order closed-loop system (3.29), (4.17) and (4.19) is ISS, meaning that the following inequality is satisfied:

$$
\begin{align*}
\|w(\cdot, t)\|_{H^{1}}^{2} & +\|\hat{w}(\cdot, t)\|_{H^{1}}^{2}+u^{2}(t)  \tag{4.41}\\
& \leq M_{0} e^{-2 \delta_{\tau} t}\|w(\cdot, 0)\|_{H^{1}}^{2}+r^{2} \Delta^{2}
\end{align*}
$$

with some $M_{0}>0, r$ defined in (4.40) (with $M_{2}$ and $M_{3}$ given in (4.34) and (4.37), respectively). Here $\delta_{\tau}>0$ the unique solution of $\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} \tau_{M, y}}$. The solutions of the full-order closed-loop system are exponentially converging with a decay rate $\delta_{\tau}$ to the attractive ball (4.40). The LMIs (4.30) and (4.31) are always feasible for large enough $N$ and small enough $\tau_{M, y}, \tau_{M, u}$ and their feasibility for $N$ implies feasibility for $N+1$.

Proof. First, we show that feasibility of (4.30) and (4.31) for $N$ implies feasibility for $N+1$. Fix $\rho, \gamma, \tau_{M, y}, \tau_{M, u}>0, \delta_{1}>0$, $\delta_{0}=\delta_{1}+\delta, P_{0}>0, W_{1}>0, \alpha_{i}>0, i=0,1,2$ and $W_{2}>0$ such that (4.30) and (4.31) are feasible for some $N$. By monotonicity of $\lambda_{n}, n=1,2 \ldots$ we have that (4.27) implies $\mu_{N+2}<0$ and feasibility of (4.31) with $N$ replaced by $N+1$. Furthermore, since $\frac{2 \alpha_{i} \rho}{(N-0.5) \pi^{2}}, i \in\{0,1,2\}$ appearing in $\phi, \Theta_{1}$ and $\Theta_{2}$, respectively (see (4.29)), decrease to zero as $N \rightarrow \infty$, (4.30) holds with $N$ replaced by $N+1$.

Second, we show that (4.30) and (4.31) are feasible for large enough $N$ and small enough $\tau_{M, y}, \tau_{M, u}$. Fix $\rho=1$ and $\alpha_{i}=$ $2, i \in\{0,1,2\}$. From (3.16) and (3.17), there exists some $P_{0}>0$, independent of $N$, such that $P_{0} F_{0}+F_{0}^{T} P_{0}+2 \delta P_{0}=-I$. Then, for and large enough $N$ and $\delta_{1}$ we have
$\Phi^{(2)}=\left[\begin{array}{cc}-I+\frac{4}{(N-0.5) \pi^{2}} \tilde{K}_{a}^{T} \tilde{K}_{a} & P_{0} \mathcal{L} \\ * & -2 \delta_{1}\end{array}\right]<0$
with $\Phi^{(2)}$ given in (4.29). Moreover, the eigenvalues of $\Phi^{(2)}$ decrease as $N \rightarrow \infty$. Fix $\delta_{1}$ and $\delta_{0}=\delta_{1}+\delta$.

Consider (4.30) and let $W_{1}=N \cdot I_{2 N_{0}+1}, W_{2}=N$ and $\gamma=N$ with large enough $N$. By Schur complement we have
$\left[\begin{array}{c|c}\Phi^{(2)} & \Gamma_{1} \\ \hline * & \operatorname{diag}\left\{\Theta_{1}, \Theta_{2}\right\}\end{array}\right]<0$
iff $\Phi^{(2)}-\sum_{i=1}^{2} \Gamma_{i} \Theta_{i}^{-1} \Gamma_{i}^{T}<0$. The latter holds for large enough $N$ by (4.42) and our choice of $W_{1}, W_{2}, \gamma, \rho$ and $\alpha_{i}, i \in\{0,1,2\}$. Choosing $\tau_{M, y}=\tau_{M, u}=\frac{1}{N}$ and using (4.43) we find that (4.30) holds for large enough $N$. Finally, recall that for $\alpha_{i}=2, i \in$ $\{0,1,2\}$, (4.31) holds iff

$$
\begin{equation*}
\mu_{N+1}=-\lambda_{N+1}\left[\frac{1}{4}-\frac{a+\delta_{0}}{\lambda_{N+1}}\right]<0 \tag{4.44}
\end{equation*}
$$

Since $\delta_{1}$ and $\delta_{0}$ are fixed, (4.44) holds for large enough $N$, by monotonicity of $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$.

Remark 4.2. Note that the estimate (4.40) on $r>0$, where $r \Delta$ is the radius of the ball of attraction, is only an apriori qualitative bound. In order to obtain a smaller bound on $r>0$, it is desirable to minimize the quantity $\frac{\gamma}{\lambda_{\min }\left(P_{0}\right)}$ given in (4.35) and (4.37). In the examples below, this is done by manually tuning the parameter $\gamma$. There exist more advanced methods of incorporating the minimization of $\frac{\gamma}{\lambda_{\min }\left(P_{0}\right)}$ into the LMIs (see, e.g, Fridman and Dambrine
(2009)). We leave the development of such methods for future research.

Remark 4.3. The Halanay-based tools developed in this paper can be used for sampled-data ISS analysis of

$$
z_{t}(x, t)=z_{x x}(x, t)+a z(x, t)+d_{0}(x, t), t \geq 0
$$

under disturbed Dirichlet actuation
$z_{x}(0, t)=0, \quad z(1, t)=u(t)+d(t)$,
disturbed sampled-data measurement
$y(t)=z\left(x_{*}, s_{k}\right)+\sigma_{k}, x_{*} \in[0,1), t \in\left[s_{k}, s_{k+1}\right)$
and the generalized hold implementation
$\dot{u}(t)=v\left(t_{j}\right), \quad t \in\left[t_{j}, t_{j+1}\right)$.
Here $\sigma=\left\{\sigma_{k}\right\}_{k=0}^{\infty}$ satisfies $\|\sigma\|_{\ell \infty} \leq \Delta, d \in C^{2}([0, \infty))$ subject to max $(|d(t)|,|\dot{d}(t)|) \leq \Delta$ for all $t \geq 0$ and $d_{0} \in$ $L^{2}\left((0, \infty) ; L^{2}(0,1)\right) \cap H_{\mathrm{loc}}^{1}\left((0, \infty) ; L^{2}(0,1)\right)$, with some $\Delta>0$. In this case, the dynamic extension (3.4) leads to the following ODE-PDE system:

$$
\begin{aligned}
& \dot{u}(t)=v\left(t_{j}\right), \quad t \in\left[t_{j}, t_{j+1}\right), \\
& w_{t}(x, t)=w_{x x}(x, t)+a w(x, t)+a u(t)-v\left(t_{j}\right)+f(x, t), \\
& f(x, t)=d_{0}(x, t)+a d(t)-\dot{d}(t) .
\end{aligned}
$$

The smoothness assumptions on $d_{0}$ and $d$ are needed for wellposedness. In the continuous-time case, $L^{2}$-gain and ISS analysis of parabolic PDEs under finite-dimensional observer-based control was initiated in Katz and Fridman (2021a).

## 5. Sampled-data control: Neumann actuation

In this section we consider sampled-data control of (3.1) under Neumann actuation
$z_{x}(0, t)=u(t), \quad z(1, t)=0$
and quantized point measurement (4.1) with $q: \mathbb{R} \rightarrow \mathbb{R}$ satisfying (4.2). The sequences of sampling instances $\left\{s_{k}\right\}_{k=0}^{\infty}$ and $\left\{t_{j}\right\}_{j=0}^{\infty}$ are the same as in Section 4. The control input $u(t)$ is generated by a generalized hold device of the form (4.3). The derivation of the closed-loop system and practical stability analysis in this section are similar to Section 4. Therefore, we present them succinctly, while emphasizing the main differences.

Introducing the change of variables
$w(x, t)=z(x, t)-r(x) u(t), \quad r(x)=x-1$
we obtain the following equivalent ODE-PDE system

$$
\begin{align*}
& \dot{u}(t)=q\left[v\left(t_{j}\right)\right], \quad t \in\left[t_{j}, t_{j+1}\right) \\
& w_{t}(x, t)=w_{x x}(x, t)+a w(x, t)+r(x)\left(a u(t)-q\left[v\left(t_{j}\right)\right]\right) . \tag{5.2}
\end{align*}
$$

with boundary conditions (3.6) and measurement
$y(t)=q\left[w\left(x_{*}, s_{k}\right)+r\left(x_{*}\right) u\left(s_{k}\right)\right], t \in\left[s_{k}, s_{k+1}\right)$.
Recall that we treat $u(t)$ as an additional state variable and the values $\left\{v\left(t_{j}\right)\right\}_{j=1}^{\infty}$ as the control input to be determined. We choose $u(0)=0$ which results in $w(\cdot, 0)=z(\cdot, 0)$.

We present the solution to (5.2) as (3.8) with $\left\{\phi_{n}\right\}_{n=1}^{\infty}$ defined in (1.4). By differentiating under the integral sign, integrating by parts and using (1.2) and (1.3) we obtain (4.7) where now
$\left|b_{n}\right|=\left|\int_{0}^{1} r(x) \phi_{n}(x) d x\right|=\frac{\sqrt{2}}{\lambda_{n}}, \quad n=1,2, \ldots$
satisfy (3.10).

Given $\delta>0$, let $N_{0} \in \mathbb{N}$ satisfy (3.11) and $N \in \mathbb{N}, N_{0} \leq N$. Define a finite-dimensional observer of the form (3.12) where $\hat{w}_{n}(t)$ satisfy (4.9) with innovation term replaced by
$\hat{w}\left(x_{*}, t-\tau_{y}\right)+r\left(x_{*}\right) u\left(t-\tau_{y}\right)-y(t)$.
Under Assumption 1 let the observer and controller gains, $L_{0}$ and $K_{0}$, satisfy (3.16) and (3.17), respectively. We choose $l_{n}=0$ for $n>N_{0}$. We propose a $\left(N_{0}+1\right)$-dimensional controller of the form (4.10) with $\hat{w}^{N_{0}}(t)$ given in (3.18).

Recall the estimation error $e_{n}(t)$ defined in (3.23). By using (3.8), (3.12) and arguments similar to (3.24) the innovation term (5.5) can be written as (4.12) with $\zeta(t)$ and $\sigma_{y}(t)$ satisfying (3.27) and (4.13), respectively. Then, the error equations have the form (4.14). Using (3.28) and (4.15) we obtain the reducedorder closed-loop system (4.17). Furthermore, note that $e^{N-N_{0}(t)}$ satisfies (3.29), which implies (4.16), whereas $\hat{w}^{N-N_{0}}(t)$ satisfies (4.19). Here, $\sigma_{u}(t)$ is given by (4.18).

For $H^{1}$-ISS of the closed-loop system (4.17) let $\rho>0, \delta_{0}>$ $\delta$ and define the Lyapunov function (4.20), with $V(t)$ given in (3.32) and $V_{y}(t)$ and $V_{u}(t)$ given in (4.21). Consider [ $\left.s_{k}, s_{k+1}\right), k=$ $0,1, \ldots$, where $s_{k}, s_{k+1}$ are consecutive measurement sampling instances. There exist at most finitely many controller update instances $t_{j}^{(k)}, 0 \leq j \leq n_{k}$ for which (2.9) holds. Moreover, $\bar{V}(t)$ defined by (4.20) and (4.21) is continuously differentiable on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq n_{k}-1$. Therefore, we apply Proposition 2.1 to obtain (2.11).

Differentiating $V_{0}(t)$ on $\left[t_{j}^{(k)}, t_{j+1}^{(k)}\right), 0 \leq j \leq n_{k}-1$ along (4.17) we have (4.22) with the last term replaced by

$$
2 \rho \sum_{n=N+1}^{\infty}\left[-\lambda_{n}+a+\delta_{0}+\sum_{i=0}^{2} \frac{1}{2 \alpha_{i}}\right] \lambda_{n} w_{n}^{2}(t) .
$$

The latter is obtained due to (3.35), (5.4) and the following application of the Young inequality:

$$
\begin{align*}
& 2 \rho \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}(t) b_{n}\left[\tilde{K}_{a} X_{0}(t)+\tilde{K}_{0} \Upsilon_{u}(t)-\sigma_{u}(t)\right] \\
& \leq\left(\frac{\rho}{\alpha_{0}}+\frac{\rho}{\alpha_{1}}+\frac{\rho}{\alpha_{2}}\right) \sum_{n=N+1}^{\infty} \lambda_{n} w_{n}^{2}(t)+\frac{2 \alpha_{2} \rho}{\pi^{2}(N-0.5)} \sigma_{u}^{2}(t)  \tag{5.6}\\
& +\frac{2 \alpha_{0} \rho}{\pi^{2}(N-0.5)}\left|\tilde{K}_{a} X_{0}(t)\right|^{2}+\frac{2 \alpha_{1} \rho}{\pi^{2}(N-0.5)}\left|\tilde{K}_{0} \Upsilon_{u}(t)\right|^{2} .
\end{align*}
$$

Differentiation of $p_{e}\left|e^{N-N_{0}}(t)\right|^{2}$ along the solution to (4.17) results in (3.34) with $\delta$ replaced by $\delta_{0}$. Differentiating $V_{y}(t)$ and $V_{u}(t)$ along (4.17) we obtain (4.23), whereas $\zeta\left(t-\tau_{y}\right)$ is compensated by (4.24) with $\delta_{1}=\delta_{0}-\delta$. Let $\gamma>0$ be a scalar. Using (4.13) and (4.18) we have (4.25).

Let

$$
\eta(t)=\operatorname{col}\left\{\quad \begin{array}{ll} 
& X_{0}(t), \zeta\left(t-\tau_{y}\right), \Upsilon_{y}(t), \tilde{K}_{0} \Upsilon_{u}(t), \sigma_{y}(t), \\
& \left.\sigma_{u}(t), e^{N-N_{0}}(t)\right\} .
\end{array}\right.
$$

From (4.23), (4.24), (4.25) and (5.6) we obtain

$$
\begin{align*}
& \dot{\bar{V}}(t)+2 \delta_{0} \bar{V}(t)-2 \delta_{1} \sup _{s_{k} \leq \theta \leq t} \bar{V}(\theta)-2 \gamma \Delta^{2}  \tag{5.7}\\
& \leq \eta^{T}(t) \Psi^{(2)} \eta(t)+2 \rho \sum_{n=N+1}^{\infty} v_{n} \lambda_{n} w_{n}^{2}(t) \leq 0
\end{align*}
$$

if $\Psi^{(2)}<0$ and $v_{n}=-\lambda_{n}+a+\delta_{0}+\left[\sum_{i=0}^{2} \frac{1}{2 \alpha_{i}}\right]<0$ for $n>N$, where $\Psi^{(2)}$ is given in (4.28) and (4.29).

Since (3.11) implies $A_{1}+\delta_{0} I-\delta_{1} e^{-2 A_{1} \tau_{y}}<0$, by applying Schur complement to $\Psi^{(2)}$ and taking $p_{e} \rightarrow \infty$ we find that $\Psi^{(2)}<0$ iff (4.30) holds with $R_{1}$ given in (4.29). Monotonicity of $\left\{\lambda_{n}\right\}_{n=1}^{\infty}$ and Schur complement imply that $\nu_{n}<0$ for all $n>N$ iff
$\left[\begin{array}{c|cc}-\lambda_{N+1}+a+\delta_{0} & 1 & 1 \\ \hline * & -2 \operatorname{diag}\left\{\alpha_{0}, \alpha_{1}, \alpha_{2}\right\}\end{array}\right]<0$.
The rest of the ISS analysis of the full-order closed-loop system and the estimation of the attracting ball follows arguments identical to (4.32)-(4.40). Summarizing, we have:

Table 1
LMIs of Theorem $4.1-\left(N, \delta_{0}\right)$ for different $\tau_{M, y}$ and $\tau_{M, u}$.

| $\tau_{M_{y}} / \tau_{M, u}$ | 0.01 | 0.03 | 0.05 | 0.07 |
| :--- | :--- | :--- | :--- | :--- |
| 0.01 | $(2,0.3)$ | $(2,0.3)$ | $(2,0.3)$ | $(2,0.3)$ |
| 0.03 | $(2,0.3)$ | $(2,0.3)$ | $(2,0.3)$ | $(2,0.3)$ |
| 0.05 | $(2,0.3)$ | $(2,0.3)$ | $(2,0.3)$ | $(2,0.3)$ |
| 0.07 | $(2,0.3)$ | $(3,0.4)$ | $(3,0.4)$ | $(3,0.4)$ |

Theorem 5.1. Consider (5.2) with boundary conditions (3.6), point measurement (5.3), control law (4.10) and $w(\cdot, 0) \in \mathcal{D}\left(\mathcal{A}_{1}^{\frac{1}{2}}\right)$. Let $\Delta>0$ be the quantization error bound. Given $\delta>0$, let $N_{0} \in \mathbb{N}$ satisfy (3.11) and $N \in \mathbb{N}$ satisfy $N_{0} \leq N$. Let $L_{0}$ and $K_{0}$ be obtained using (3.16) and (3.17), respectively. Given $\rho, \gamma, \delta_{1}, \tau_{M, y}, \tau_{M, u}>0$ and $\delta_{0}=\delta_{1}+\delta$, let there exist $0<P_{0}, W_{1} \in \mathbb{R}^{\left(2 N_{0}+1\right) \times\left(2 N_{0}+1\right)}$ and scalars $0<\rho, \alpha_{0}, \alpha_{1}, \alpha_{2}, W_{2}$ which satisfy (4.28) and (5.8). Then, the full-order closed-loop system (3.29), (4.17) and (4.19) is ISS, meaning that inequality (4.41) is satisfied with some $M_{0}>0$, $r$ defined in (4.40) (with $M_{2}$ and $M_{3}$ given in (4.34) and (4.37), respectively) and $\delta_{\tau}>0$ the unique solution of $\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} \tau_{M, y}}$. Furthermore, the solutions of the full-order closed-loop system are exponentially converging with a decay rate $\delta_{\tau}$ to the attractive ball given in (4.40). The LMIs (4.28) and (5.8) are always feasible for large enough $N$ and small enough $\tau_{M, y}, \tau_{M, u}$ and their feasibility for $N$ implies feasibility for $N+1$.

## 6. Examples

In all numerical examples we choose $a=3$ which results in an unstable open-loop system. The observer and controller gains, $L_{0}$ and $K_{0}$ are obtained using (3.16) and (3.17), respectively. All LMIs were verified using the standard Matlab LMI toolbox.

Consider (3.1) under Dirichlet actuation (3.2). Let $\delta=10^{-4}$, leading to $N_{0}=1$. For in-domain measurement $x_{*}=\pi^{-1}$ the obtained gains are
$L_{0}=0.5097, \quad K_{0}=[7.8678,4.2599]$.
Given different values of $N \in\{2,3,4\}$ we verify the LMIs of Theorem 4.1 to guarantee ISS while increasing $\tau_{M, y}$ and $\tau_{M, u}$. We find the values of $N, \delta_{0}$ and $\delta_{1}=\delta_{0}-\delta$ for which the LMIs are feasible. The results are presented in Table 1.

Next, we find $r>0$ (as small as possible) defined in (4.40), where $r \Delta$ is the radius of the ball of attraction. We fix $x_{*}=0$ (boundary measurement) or $x_{*}=\pi^{-1}$ (in-domain measurement) and $\delta=0.12$, which results in $N_{0}=1$. The observer and controller gains corresponding to $x_{*}=\pi^{-1}$ are given by (6.1), whereas for $x_{*}=0$ we have
$L_{0}=0.5887, \quad K_{0}=[9.9965,5.4284]$.
For $N=2$ and $\tau_{M, y}=\tau_{M, u}=0.01$, we check the LMIs of Theorem 4.1 while tuning $\gamma>0$ with the above gains to obtain an estimate of $r$ that is as small as possible. The obtained results are

$$
\begin{aligned}
& \underline{x_{*}=0}: \delta_{0}=2.15, \delta_{\tau} \approx 0.114, \gamma=0.83, r=148.9 \\
& \underline{x_{*}=\pi^{-1}}: \delta_{0}=2.47, \delta_{\tau} \approx 0.114, \gamma=0.84, r=169.5
\end{aligned}
$$

$$
\text { Consider now (3.1) under Neumann actuation (5.1). Let } \delta=
$$ $10^{-4}$, leading to $N_{0}=1$. For in-domain measurement $x_{*}=\pi^{-1}$ the obtained gains are

$L_{0}=0.5097, \quad K_{0}=[4.5,-4.046]$.
Given $N \in\{2,3,4\}$ we verify the LMIs of Theorem 5.1 to guarantee ISS while increasing $\tau_{M, y}$ and $\tau_{M, u}$. The results are presented in Table 2.

Next, we find $r>0$ (as small as possible) defined in (4.40), where $r \Delta$ is the radius of the ball of attraction. We fix $x_{*}=0$

Table 2
LMIs of Theorem 5.1-(N, $\left.\delta_{0}\right)$ for different $\tau_{M, y}$ and $\tau_{M, u}$.

| $\tau_{M_{y}} / \tau_{M, u}$ | 0.03 | 0.05 | 0.07 | 0.09 |
| :--- | :--- | :--- | :--- | :--- |
| 0.01 | $(2,0.1)$ | $(2,0.1)$ | $(2,0.2)$ | $(2,0.2)$ |
| 0.05 | $(2,0.2)$ | $(2,0.1)$ | $(2,0.1)$ | $(2,0.2)$ |
| 0.09 | $(3,0.3)$ | $(3,0.2)$ | $(3,0.1)$ | $(3,0.1)$ |
| 0.11 | $(3,0.2)$ | $(4,0.2)$ | $(4,0.3)$ | $(4,0.2)$ |

(boundary measurement) or $x_{*}=\pi^{-1}$ (in-domain measurement) and $\delta=0.15$, which results in $N_{0}=1$. The observer and controller gains corresponding to $x_{*}=\pi^{-1}$ are given by (6.2), whereas for $x_{*}=0$ we have
$L_{0}=1.0837, \quad K_{0}=[12.6755,-12.7348]$.
For $N=2$ and $\tau_{M, y}=\tau_{M, u}=0.01$, we check the LMIs of Theorem 5.1 with the above gain while tuning $\gamma>0$ to obtain an estimate of $r$ that is as small as possible. The obtained results are

$$
\begin{align*}
& \underline{x_{*}=0}: \delta_{0}=2.86, \delta_{\tau} \approx 0.142, \gamma=0.1246, r=96.9 \\
& \underline{x_{*}=\pi^{-1}}: \delta_{0}=2.78, \quad \delta_{\tau} \approx 0.141, \gamma=0.1354, r=94.3 \tag{6.4}
\end{align*}
$$

For simulations of the closed-loop system, we consider Neumann actuation with initial condition
$z_{0}(x)=3\left(x-x^{2}\right)^{2}, \quad x \in[0,1]$.
Let $x_{*}=0$ (boundary measurement) and $\tau_{M, y}=0.05$ and $\tau_{M, u}=0.09$. The variable sampling instances were generated by $s_{k+1}=s_{k}+0.5\left(1+U_{k}\right) \tau_{M, y}$, where $U_{k} \sim \operatorname{Unif}(0,1)$ was chosen at random. Similarly, the variable controller hold times were generated by $t_{j+1}=t_{j}+0.5\left(1+U_{j}\right) \tau_{M, u}$, where $U_{j} \sim \operatorname{Unif}(0,1)$. We consider $\delta=0.0001$, which results in $N_{0}=1$. The corresponding observer and controller gains are given by (6.2). We further fix $N=2$ and consider two uniform quantizers: either with the quantization error $\Delta=0.01$ or with $\Delta=0.05$. In simulations of (3.6) and (5.2) we use Lemma 1.2 to estimate $|u(t)|+\|w\|_{H_{1}} \approx$ $|u(t)|+\sum_{n=1}^{40} \lambda_{n} w_{n}^{2}(t)$. The values of $w_{n}(t), 1 \leq n \leq 2$ were found from simulation of the observer ODEs (4.9) and error ODEs (4.14) and applying $w_{n}(t)=e_{n}(t)+\hat{w}_{n}(t), n \geq 1$. The values of $w_{n}(t), 3 \leq n \leq 40$ were obtained from simulation of the ODEs (4.7). The value of $\zeta(t)$, given in (3.25), was approximated by $\zeta(t) \approx \sum_{n=3}^{40} w_{n}(t) \phi_{n}\left(x_{*}\right)$. The results are presented in Fig. 3 and confirm the theoretical analysis. The maximum values of $\tau_{M, y}$ and $\tau_{M, u}$ for which ISS still holds in simulations were 45 times larger than predicted from LMIs. Plots of the boundary control $u(t)$ in (5.1), the values of $q\left[v\left(t_{j}\right)\right], j \geq 0$ (see (4.10)) and the quantized measurement (5.3) are presented in Fig. 4. Finally, for the controller hold times $\left\{t_{j}\right\}_{j=1}^{\infty}$, we plot the values of $\lim _{t \rightarrow t_{j}^{-}} V_{u}(t)$ (see Fig. 5). Note that by (4.8) and (4.21), we have $V_{u}\left(t_{j}\right)=0, j \geq 1$. Thus, $\lim _{t \rightarrow t_{j}^{-}} V_{u}(t)$ is the size of the jump of $V_{u}(t)$ at $t_{j}, j \geq 1$. A similar plot can be obtained for the jumps of $V_{y}(t)$ at the instances $s_{k}$.

## 7. Conclusions

This paper presented quantized sampled-data finitedimensional control of a reaction-diffusion PDE under boundary actuation and point (either in-domain or boundary) discrete-time measurement. The design was based on the modal decomposition approach via dynamic extension, which required a generalized hold device for sampled-data implementation. For ISS analysis, we used Wirtinger-based piecewise continuous in time Lyapunov functionals and combined them with appropriate Halanay's inequalities to compensate sampling in the infinite-dimensional


Fig. 3. Closed-loop system simulations.


Fig. 4. Input $u(t)$, values of $q\left[v\left(t_{j}\right)\right]$ and quantized output.


Fig. 5. Values of $\lim _{t \rightarrow t_{j}^{-}} V_{u}(t)$, whereas $V_{u}\left(t_{j}\right)=0$.
tail. As an additional result, we have derived novel ISS Halanay's inequalities for piecewise continuous functions which do not grow in the jumps.

Novel Halanay's inequalities may be used in the future for various sampled-data control problems for ODEs and PDEs. The presented design method can be extended to other PDEs and to the case of input and output delays. Additional topics for future research may be quantization with saturation, as well as improved methods for finding the radius of the ball of attraction.

## Appendix

## Proof of Lemma 2.1.

We prove Lemma 2.1 for the case where $V(t)$ has at least one point of jump discontinuity in $[a, b)$. The proof for a continuous $V(t)$ is easier and follows similar arguments.

Denote $\left\{\xi_{i}\right\}_{i=1}^{M} \subseteq\left\{t_{i}\right\}_{i=1}^{N-1}$ to be the points where $V(t)$ has a jump discontinuity (see Fig. 1). Thus, we have:
$\lim _{t / \xi_{i}} V(t)>V\left(\xi_{i}\right), \quad i=1,2, \ldots, M$.
A unique solution to $\delta_{\tau}=\delta_{0}-\delta_{1} e^{2 \delta_{\tau} h}$ exists by arguments of Lemma 4.2 in Fridman (2014). Let
$y(t)=\mathrm{e}^{-2 \delta_{\tau}(t-a)} V(a)+d \int_{a}^{t} e^{-2 \delta(t-s)} d s, t \in[a, b)$.
be the right-hand side of (2.5). Differentiating $y(t)$ we have

$$
\begin{gather*}
\dot{y}(t)+2 \delta_{0} y(t)-d=2 \delta_{1} e^{2 \delta_{\tau} h} e^{-2 \delta_{\tau}(t-a)} V(a) \\
+2 \delta_{1} d \int_{a}^{t} e^{-2 \delta(t-s)} d s \tag{A.3}
\end{gather*}
$$

whereas $V(a)+d \int_{a}^{t} e^{-2 \delta(t-s)} d s \geq \sup _{a \leq \theta \leq t} y(\theta)$. Thus

$$
\begin{align*}
& \dot{y}(t) \geq-2 \delta_{0} y(t)+2 \delta_{1} \sup _{a \leq \theta \leq t} y(\theta)+d, t \in[a, b),  \tag{A.4}\\
& y(a)=V(a) .
\end{align*}
$$

Let $\epsilon_{1}>\epsilon_{2}>\cdots>0$ be a sequence of positive scalars such that $\lim _{n \rightarrow \infty} \epsilon_{n}=0$ and define
$y_{n}(t)=y(t)+\frac{\epsilon_{n}}{2 \delta}$.
Then $y_{n}(t)$ satisfies the following for $t \in[a, b)$ :

$$
\begin{align*}
& \dot{y}_{n}(t) \geq-2 \delta_{0} y_{n}(t)+2 \delta_{1} \sup _{a \leq \theta \leq t} y_{n}(\theta)+d+\epsilon_{n},  \tag{A.5}\\
& y_{n}(a)>V(a) .
\end{align*}
$$

It is sufficient to show that $V(t) \leq y_{n}(t)=y(t)+\frac{\epsilon_{n}}{2 \delta}$ for all $n=1,2, \ldots$ and all $t \in[a, b)$ and then take $n \rightarrow \infty$. Assume by contradiction that
$\exists n \geq 1: \mathcal{J}_{n}=\left\{t \in[a, b) \mid V(t)>y_{n}(t)\right\} \neq \emptyset$
and denote $t_{*}=\inf \mathcal{J}_{n}$. By (A.5) and right continuity of $y_{n}(t)$ and $V(t)$ on $[a, b)$ we have that $t_{*} \in(a, b)$. Moreover, by definition of $\mathcal{J}_{n}, V(t) \leq y_{n}(t), t \in\left[a, t_{*}\right)$ and there exists a sequence $\tau_{k}, k=1,2, \ldots$ such that $\tau_{k} \searrow t_{*}$ and
$V\left(\tau_{k}\right)>y_{n}\left(\tau_{k}\right), \quad k=1,2, \ldots$
which imply $V\left(t_{*}\right) \geq y_{n}\left(t_{*}\right)$, by right continuity.
Next, we show that $t_{*}$ is a point of continuity for $V(t)$, by showing that $t_{*} \neq \xi_{i}, i=1, \ldots, M$. Assume by contradiction that there exists some $i=1, \ldots, M$ such that $t_{*}=\xi_{i}$. From continuity of $y_{n}(t)$ on $[a, b), V\left(t_{*}\right) \geq y_{n}\left(t_{*}\right)$ and (2.2) there exists some $\bar{t}<t_{*}$ sufficiently close to $t_{*}$ such that $V(\bar{t})>y_{n}(\bar{t})$. Therefore, $\bar{t} \in \mathcal{J}_{n}$ and $\bar{t}<t_{*}=\inf \mathcal{J}_{n}$, which is a contradiction. Now $V\left(t_{*}\right) \geq y_{n}\left(t_{*}\right)$ and $t_{*}$ is a point of continuity of both $V(t)$ and $y_{n}(t)$. Thus, it must be that $V\left(t_{*}\right)=y_{n}\left(t_{*}\right)$ (otherwise, by continuity, we again have $\bar{t}<t_{*}$ such that $\left.V(\bar{t})>y_{n}(\bar{t})\right)$. We conclude from the previous properties that

$$
\begin{equation*}
\sup _{a \leq \theta \leq t_{*}} V(\theta) \leq \sup _{a \leq \theta \leq t_{*}} y_{n}(\theta), \tag{A.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{V\left(\tau_{k}\right)-V\left(t_{*}\right)}{\tau_{k}-t_{*}}>\frac{y_{n}\left(\tau_{k}\right)-y_{n}\left(t_{*}\right)}{\tau_{k}-t_{*}}, k=1,2, \ldots \tag{A.7}
\end{equation*}
$$

Then

$$
\begin{align*}
& D^{+} V\left(t_{*}\right) \stackrel{(2.3)}{\leq}-2 \delta_{0} V\left(t_{*}\right)+2 \delta_{1} \sup _{a \leq \theta \leq t_{*}} V(\theta)+d  \tag{A.8}\\
& \stackrel{\text { (A.G) }}{\leq}-2 \delta_{0} y_{n}\left(t_{*}\right)+2 \delta_{1} \sup _{a \leq \theta \leq t_{*}} y_{n}(\theta)+d \stackrel{(A .5)}{<} \dot{y}_{n}\left(t_{*}\right) .
\end{align*}
$$

On the other hand, since $\tau_{k} \searrow t_{*}$, by taking $k \rightarrow \infty$ in (A.7) we have
$D^{+} V\left(t_{*} \stackrel{(2.4)}{\geq} \lim _{k \rightarrow \infty} \frac{y_{n}\left(\tau_{k}\right)-y_{n}\left(t_{*}\right)}{\tau_{k}-t_{*}}=\dot{y}_{n}\left(t_{*}\right)\right.$.
From (A.8) and (A.9) we obtain a contradiction.

## Proof of Corollary 2.1.

Let $\mathcal{V}(t)=\sup _{a \leq \theta \leq t} V(\theta)$. Using right continuity of $V(t)$ on $[a, b)$, it can be easily verified that $\mathcal{V}(t)$ is right continuous on $[a, b)$. We show that $V(t)$ satisfies (2.3). Fix $t \geq t_{0}=a$. By the assumptions on $V(t)$ there exists some $\epsilon>0$ such that $V(t)$ is absolutely continuous on $[t, t+\epsilon$ ). Let $0<s<\epsilon$. From (2.6) we have

$$
\begin{align*}
& \frac{V(t+s)-V(t)}{s}=s^{-1} \int_{t}^{t+s} \dot{V}(\tau) d \tau \\
& \quad \leq-2 \delta_{0} s^{-1} \int_{t}^{t+s} V(\tau) d \tau+2 \delta_{1} s^{-1} \int_{t}^{t+s} \mathcal{V}(\tau) d \tau+d  \tag{A.10}\\
& \leq-2 \delta_{0} V(t)+2 \delta_{1} \mathcal{V}(t)-2 \delta_{0} s^{-1} \int_{t}^{t+s}[V(\tau)-V(t)] d \tau \\
& \quad+2 \delta_{1} s^{-1} \int_{t}^{t+s}[\mathcal{V}(\tau)-\mathcal{V}(t)] d \tau+d
\end{align*}
$$

Since $V(t)$ and $\mathcal{V}(t)$ are right continuous on $[a, b)$, we have

$$
\begin{align*}
& \left.\left|\begin{array}{l}
\left|s^{-1} \int_{t}^{t+s}[V(\tau)-V(t)] d \tau\right| \\
\\
\quad \leq \sup _{t \leq \tau \leq t+s}|V(\tau)-V(t)| \xrightarrow{s \rightarrow 0^{+}} 0, \\
\left|s^{-1} \int_{t}^{t+s}[\mathcal{V}(\tau)-\mathcal{V}(t)] d \tau\right| \\
\end{array} \quad \leq \sup _{t \leq \tau \leq t+s}\right| \mathcal{V}(\tau)-\mathcal{V}(t) \right\rvert\, \xrightarrow{s \rightarrow 0^{+}} 0 .
\end{align*}
$$

By taking limsup s $_{0^{+}}$in (A.10) and using (A.11) we have

$$
D^{+} V(t) \stackrel{(2.4)}{\leq}-2 \delta_{0} V(t)+2 \delta_{1} \mathcal{V}(t)+d, \quad t \in[a, b)
$$

## Proof of Proposition 2.1.

We prove step-by-step on $\left[s_{k}, s_{k+1}\right), k \in \mathbb{Z}_{+}$. For $k=0$, Corollary 2.1 and $\delta_{\tau}<\delta_{0}-\delta_{1}$ imply
$V(t) \leq e^{-2 \delta_{\tau}\left(t-s_{0}\right)} V\left(s_{0}\right)+d \int_{s_{0}}^{t} e^{-2 \delta_{\tau}(t-s)} d s, t \in\left[s_{0}, s_{1}\right)$.
Next, consider $k=1$. From Corollary 2.1 and (2.9) with $j=0$ (i.e. $t_{0}^{(1)}=s_{1}$ ) we have

$$
\begin{align*}
& V(t) \leq e^{-2 \delta_{\tau}\left(t-s_{1}\right)} V\left(s_{1}\right)+d \int_{s_{1}}^{t} e^{-2 \delta_{\tau}(t-s)} d s \\
& \stackrel{(2.9)}{\leq} e^{-2 \delta_{\tau}\left(t-s_{1}\right)} V\left(s_{1}^{-}\right)+d \int_{s_{1}}^{t} e^{-2 \delta_{\tau}(t-s)} d s  \tag{A.13}\\
& \stackrel{(A .12)}{\leq} e^{-2 \delta_{\tau}\left(t-s_{0}\right)} V\left(s_{0}\right)+d \int_{s_{0}}^{t} e^{-2 \delta_{\tau}(t-s)} d s, t \in\left[s_{1}, s_{2}\right)
\end{align*}
$$

Continuing step-by-step for $k=2,3, \ldots$ we are done.

## A.1. Proof of Lemma 2.2

Let $\mathbb{1}_{\left[t_{0}, \infty\right)}(t)$ be the indicator function of $\left[t_{0}, \infty\right)$ and

$$
\begin{align*}
y(t) \quad & =\kappa \mathrm{e}^{-2 \delta_{\tau}\left(t-t_{0}\right)}+d \cdot \mathbb{1}_{\left[t_{0}, \infty\right)}(t) \int_{t_{0}}^{t} e^{-2 \delta(t-s)} d s,  \tag{A.14}\\
& \kappa=\sup _{-h \leq \theta \leq 0} V\left(t_{0}+\theta\right), \quad t \geq t_{0}-h .
\end{align*}
$$

Note that $y(t) \geq V(t), t \in\left[t_{0}-h, t_{0}\right]$ and

$$
\begin{equation*}
\dot{y}(t) \geq-2 \delta_{0} y(t)+2 \delta_{1} \sup _{-h \leq \theta \leq 0} y(t+\theta)+d, t \geq t_{0} \tag{A.15}
\end{equation*}
$$

where $\dot{y}\left(t_{0}\right)$ is the right derivative at $t_{0}$. Let $\epsilon_{n} \searrow 0$. By arguments of Lemma 2.1 we can obtain the comparison $V(t) \leq y_{n}(t)=$ $y(t)+\frac{\epsilon_{n}}{2 \delta_{2}}$ for all $n=1,2, \ldots$. The latter inequality finishes the proof.

## A.2. Proof of Corollary 2.2

Let $\mathcal{V}(t)=\sup _{-h \leq \theta \leq 0} V(t+\theta), t \in\left[t_{0}, \infty\right)$. By continuity of $V$ on $\left[t_{0}-h, \infty\right)$, it can be easily verified that $\mathcal{V}$ is continuous on $\left[t_{0}, \infty\right)$. Fixing $t \geq t_{0}, s>0$ and using absolute continuity of $V(t)$ on $\left[t_{0}, \infty\right.$ ) we see that (A.10) holds. Furthermore, (A.11) holds by continuity of $V(t)$ and $\mathcal{V}(t)$ on $\left[t_{0}, \infty\right)$. Taking limsup $\operatorname{suc}_{0^{+}}$ in (A.10) we obtain (2.12) for $t \geq t_{0}$, which implies (2.13) by Lemma 2.2.
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